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Bog - St-Daniel sector - Frontenac National Park (Québec, Canada) -Wikipedia

EXTPAR - Background

• Geospatial data are retrieved from high-resolution satellite information or land registers and are aggregated

to the model’s global or limited-area grid.

• In a final processing step all available data are cross-checked for consistency (e.g., to exclude vegetation on

glaciers).

• The required model parameters are very similar for NWP models, but the used data sources and the applied

tools vary between different models – i.e. different mapping of geospatial information (Onvlee et al, 2014).
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EXTPAR - Challenges

1. Demand for high-resolution remote sensing data to be used for:

2. convection permitting global NWP or LES-type limited-area models.

3. Increasing number of users for aggregated data on model’s grid all over the world

• Increase in storage costs

• Increase in I/O costs

• Demand for improved approaches for data aggregation

• Need for parallelization

• Need for user-friendly, low maintenance front ends
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EXTPAR - Challenges

Evolution of the mesh size in global NWP models 

and land use remote sensing products

Evolution of number of grid points in global NWP 

models
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EXTPAR - 2017

CLM

ETH

CCSM

DWD

MPI

SVN

$ADM
PAMORE

GITWebPEP

• Different source code

• Different source code administration

• Different front ends

• No coordinated development

• Limitations of the situation recognized in COSMO 

WG3b (J.M. Bettems)

• Ressources invested in COSMO-CH (D. Luethi, 

M. Messmer, A. Roches)

• Nomination of new COSMO SCA for EXTPAR

• Impetus for unified EXTPAR version

• Progress documented at COSMO WG3b website*

*http://www.cosmo-model.org/content/tasks/workGroups/wg3b/default.htm#EXTPAR
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EXTPAR – Kick off 2107
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EXTPAR - 2020
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• Unified source code

• Unified source code administration

• Different front ends

• Coordinated development
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EXTPAR – Results 2020

Features 2017 2020 Results

Development requests pers. communication,

E-Mail

GitHub Issue List Better overview, avoid work

duplication

Source code handling $ADM/workbench @DWD

GitHub (CLM)

Github handling, Jenkins, and 

merging of available 

modifications

robust and stable

environment

Parallelization: fast CDO with

OMP support

Software Test Suite Own tests @ DWD, CSCS, 

MPI

TestSuite with Jenkins 

including ICON @GitHub

Improved Quality 

management

Web-Interface: Evaluate 

existing versions, hosting a 

common interface

PAMORE (DWD), WebPEP

(CLM)

PAMORE (DWD), WebPEP

(CLM)

Actually PAMORE and

WebPEP

General module for reading 

new data as demand

Own F90 module for new data Easy implementation by

simple CDO scripts

Faster implementation of new

data

Compiler support Intel, Cray Intel, Cray, NAG, PGI More robust and clean code

Integration of developments

for SSO, glacier points,

emissivity

Available only @DWD, or

MPI, ETH

Available for all users

@GitHub EXTPAR

Share ressources for new

developments
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EXTPAR@DWD - PAMORE WebService
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EXTPAR@DWD

Web- Frontend

Grid- Generator

Namelist-Control

ERA-I SST

ERA-I T2M

EXTPAR-F90

OUTPUT, FTP, MAIL

Namelist-Control

ERA-I SST

ERA-I T2M

EXTPAR-F90

GIT

SVN

$ADM

Development

Production (PAMORE)
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Feature Result

GIT • Exchange with GIT and DWD SVN svn://xceh.dwd.de ($ADM)

• Version Tagging for head of GIT DWD branch

Scripts • Uniform and complete job output

• Clean error codes

• Ex post modification of name lists

Orography • Automatic determination of model resolution

• Automatic determination of required ASTER files

• Switch of orography in ASTER non-covered regions

Grid • Improved compatibility with grids from MPI HH

Executables • Implementation of CDO versions for improved performance (albedo)

• Optional treatment of new fields (emissivity, soil,…)

GRIB • Automatic detection of required value for generatingProcessIdentifier

• ICON-GRIB2: grib_filter from NetCDF, libCDI and Fieldextra in future

• COSMO-GRIB2: Fieldextra 

EXTPAR@DWD - Results
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EXTPAR – Summary

• Joint project with COSMO-(CLM), MPI-HH, DWD

• Project partners with long experience in geospatial data for NWP and climate models

• Now unified, robust, and stable code of EXTPAR available for project partners

• Special adaptions for application in DWD (PAMORE) 

• Possible to run EXTPAR on different platforms (compilers)

• Allow automatic tests of modified code (compilers and output)

• Benefit from developments in CLM/DWD/MPI, e.g. fast CDO with OpenMP support – easy 

implementation of new data

• Work share on open issues in GitHub (TANDEM-X, technical issues, etc.)
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EXTPAR – Outlook

• Further improve quality management – provide figures for EXTPAR fields

• Replace F90 code with CDO for modules, which only interpolate to model grid (e.g., Albedo, CRU, 

NDVI) – further reduce of maintenance costs

• Pre-processing of hi-res satellite data for usage in EXTPAR will be an issue (support GIS solution?)

• Management of memory demanding grids – special attention to consistency check

• Common Web-Interface after COSMO expires for CLM - EXTPARCLOUD

• Intensify collaboration with NWP and climate consortia – formulate requests to ESA 


