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0. Preface

The ICON (ICOsahedral Nonhydrostatic) modeling framework (Zingl et al., 2015) is a
joint project between the Deutscher Wetterdienst (DWD), the Max-Planck-Institute for
Meteorology (MPI-M), the Deutsches Klimarechenzentrum (DKRZ) and the Karlsruhe
Institute of Technology (KIT) for developing a unified next-generation global numerical
weather prediction (NWP) and climate modeling system.

The main goals formulated in the initial phase of the collaboration are

e better conservation properties than in the existing global models, with the obligatory
requirement of exact local mass conservation and mass-consistent transport,

¢ better scalability on future massively parallel high-performance computing architec-
tures,

o the availability of some means of static mesh refinement. ICON is capable of mixing
one-way nested and two-way nested grids within one model application, combined
with an option for vertical nesting. This allows the global grid to extend into the
mesosphere (which facilitates the assimilation of satellite data) whereas the nested
domains extend only into the lower stratosphere in order to save computing time.

« applicability on a wide range of scales down to O(1 km) and beyond (which of course
requires a nonhydrostatic dynamical core).

The ICON modeling framework became operational in DWD’s forecast system in Jan-
uary 2015. During the first six months only global simulations were executed with a hor-
izontal grid spacing of 13km and 90 vertical levels. Starting from July 215, 2015, model
simulations have been complemented by a nesting region over Europe.

In January 2018, the global 40 member ICON-EPS (Ensemble Prediction System) was
released for the operational service at DWD. Since February 10*", 2021 it is complemented
by the convection-permitting model setup ICON-D2 (-EPS) with 20 ensemble members
and one deterministic run, which replaces the COSMO-D2 (-EPS) model (Baldauf et al.,
2011). It uses a limited-area domain covering Germany and some neighboring states, with
approximately 2km horizontal mesh size and 60 vertical levels.

The model source code has been made available for scientific use under an institutional
license since 2015.

0.1. How This Document Is Organized

Not all topics in this manuscript are covered during the workshop. Therefore, the
manuscript can be used as a textbook, similar to a user manual for the ICON model.
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Readers are assumed to have a basic knowledge of the design and usage of numerical
weather prediction models.

Even though the chapters in this textbook are largely independent, they should preferably
not be treated in an arbitrary order.

e For getting started with the ICON model: read Chapters 1 — 5.
e New users who are interested in the regional model should read Chapter 6 in addition.
e More advanced topics are covered by Chapters 7 — 11.

To some extent this document can also be used as a reference manual. We refer to the
index on page 269 for a quick look-up of namelist parameters.

Paragraphs describing common pitfalls and containing details for advanced users are
marked by the symbol @ .

0.2. How to Obtain a Copy of the ICON Model Code

To institutions, the ICON model is distributed under an institutional license issued by
DWD. To obtain a grant of license that must be signed and returned to the DWD, please
contact icon@dwd.de or follow the information on the public ICON web site

https://code.mpimet.mpg.de/projects/iconpublic

To individuals, the ICON model is distributed under a personal non-commercial re-
search license distributed by MPI-M, see also the instructions on the public ICON web
site. Access to the source code management system git is limited to the development
partners of the ICON project.

Additionally, we have established the mailing list icon-community@mpimet.mpg.de to stay
in touch with the ICON community. Please visit https://listserv.gwdg.de/mailman/
listinfo/icon-community and subscribe to this list in order to receive announcements
about new releases and features.

Data Services

On the ICON web page under the mentioned URL you will also find the access to the
grid generator web service (see Section 2.1.6), and the web links to ICON’s official
grid download site and GRIB2 definitions.

DWD has made a number of model forecast data sets publicly available, mostly
free of charge. This service has started in July 2017 and can be reached under https:
//opendata.dwd.de/weather/nwp. See the content description under https://www.dwd.
de/EN/ourservices/opendata/opendata.html for a list of available data sets.

For further data requests with respect to DWD operational data products please contact
klima.vertrieb@dwd.de.
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0.3 Further Documentation

0.3. Further Documentation

The ICON model is accompanied by various other manuals and documentation. An exten-
sive list is available and constantly kept up-to-date in the documentation section of the
public ICON web site https://code.mpimet.mpg.de/projects/iconpublic.

We restrict ourselves to a small subset in the following.

Scientific Documentation

Up to now there is no comprehensive scientific documentation available. In this respect,
we refer to the publications Zingl et al. (2015, 2022) and the references cited therein.

Recent information on ICON’s hydrostatic dynamical core' and the LES model can be
found in Wan et al. (2013), Dipankar et al. (2015), Heinze et al. (2017).

Detailed information and evaluation of the atmospheric component of ICON using the
climate physics package is given by Giorgetta et al. (2018), Crueger et al. (2018). The
ICON-Sapphire configuration which targets a representation of the Earth system at kilo-
meter and subkilometer scales is described in Hohenegger et al. (2023).

The Reports on ICON are a new series of non-peer-reviewed articles dedicated to ICON:
https://www.dwd.de/EN/ourservices/reports_on_icon/reports_on_icon.html

These are not attributed to DWD or MPI-M alone and allow for a fast and straightforward
publication of technical and scientific contributions. All ICON developers are invited to
contribute.

The extended modules for Aerosols and Reactive Trace gases (ART) are described in
Rieger et al. (2015), Schroter et al. (2018). Not covered by this tutorial, a description of
the ocean component ICON-O within the ICON modeling system can be found in Korn
(2017), Korn and Danilov (2017), Korn et al. (2022).

Technical Documentation

For model users who intend to process data products of DWD’s operational runs, the
DWD database documentation may be a valuable resource, see Reinert et al. (2020). It
can be found (in English language) on the DWD web site

www.dwd.de/SharedDocs/downloads/DE/

modelldokumentationen/nwv/icon/icon_dbbeschr_aktuell.pdf.
A complete list of namelist switches can be found in the namelist documentation

icon/doc/Namelist_overview.pdf

'ICON’s hydrostatic dynamical core has been removed with version 2.6.4.
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which is deployed together with the code.

The pre- and post-processing tools of the DWD ICON Tools collection are described in
more detail in the DWD ICON Tools manual, see Prill (2020).

Finally, please note the FAQ section on the ICON web site which covers a variety of
common pitfalls.



1. Installation of the ICON Model Package

The purpose of this tutorial is to give you some practical experience in installing and run-
ning the ICON model package. Exercises are carried out on the supercomputers at DWD
but the principal steps of the installation can directly be transferred to other systems.

1.1. The ICON Model Package

The source code for the ICON model package consists of the following three components:

e The ICOsahedral Nonhydrostatic model (ICON)
For this tutorial the release v2.6.6 of the ICON code is used (state February 2023). It
is close to DWD’s currently operational icon-nwp version (see below for explanation).
The code also contains the ocean model developed at MPI-M which is, however, not
covered by this tutorial.

e ICON-ART for aerosols and reactive trace gases
The ART module, where ART stands for Aerosols and Reactive Trace gases, is an
extension of the ICON model to enable the simulation of gases, aerosol particles
and related feedback processes in the atmosphere. The module is provided by the
Karlsruhe Institute of Technology (KIT) and requires a separate license.

« DWD ICON Tools
The ICON Tools are a set of command-line tools for remapping, extracting and
querying ICON data files. They are based on a common library and written in
Fortran 90/95 and Fortran 2003.

ICON-NWP code version: The versioning of ICON is a bit complex and reflects the
parallel development in several “flavors” like “atmosphere”, “ocean”, and several more.
There are five important branches tagging versions that reached certain milestones: icon-
mpim (common repository for MPI-M, mainly AES physics in the atmosphere, land, ocean
and infrastructure), icon-nwp (numerical weather prediction, mainly dynamics and physics
of the LEM and NWP configurations of the atmospheric model), icon-dkrz (development
and integration of new infrastructure components), icon-cscs (focus on parallelization, like

porting ICON to GPUs), icon-kit (development and integration of the latest ART features).

The common release version integrates the stable components of all branches.

Each tag contains all model components, but the latest tag of, say, icon-mpim may not
contain the most recent developments of the NWP physics although these are already
included into the latest icon-nwp tag.
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1.1.1. Directory Layout

[y
_ Figure 1.1 shows a brief description of the directory structure of the ICON model, located
- in the directory icon.
-+
5 sttt ‘
g_ ' Root directory: icon i
(=] ! |
= ‘ 1
1 — src Fortran sources l
i — support C99 support library and utility routines 1
! — config platform configuration, see Section 1.2.1 !
| — include C library interface |
! — externals external submodules (ART, calendar etc.) i
| — build build directory with sources and binary }

Figure 1.1.: Directory structure of the ICON model.

The most important subdirectories are described in the following:

Subdirectory build
Within the build directory, a subdirectory with the name of your computer architec-
ture is created during compilation. When you open this newly created folder you find
a bin subdirectory containing the ICON binary icon and several other subdirectories
containing the compiled module files.

Subdirectory config
Inside the config directory, different machine-dependent configurations are stored
in configuration script files (see Section 1.2.1).

Subdirectory src
Within the src directory we have the source code of ICON including the main
program and ICON modules. The modules are organized in several subdirectories:

The main program icon.f90 can be found inside the subdirectory src/drivers.
Additionally, this directory contains the modules for the nonhydrostatic setup.

The configuration of ICON run-time settings is implemented within the modules
inside src/configure_model and src/mamelists. Modules regarding the configu-
ration of idealized test cases can be found inside src/testcases.

The dynamics of ICON are implemented inside src/atm_dyn_iconam and the phys-
ical parameterizations inside src/atm_phy_nwp. Surface parameterizations can be
found inside src/1nd_phy_nwp.

Shared infrastructure modules for 3D and 4D variables are located within
src/shared. Routines that are primarily related to horizontal grids and 2D fields
(e.g. external parameters) are stored within src/shr_horizontal.
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Modules handling the parallelization can be found in src/parallel_infrastructure.

Input and output modules are stored in src/io.

The ICON code comes with its own LAPACK and BLAS sources. For performance reasons,
these libraries may be replaced by machine-dependent optimizations. However, please note
that LAPACK and BLAS routines are not actively used by the nonhydrostatic model.

1.1.2. Libraries Needed for Data Input and Output

The ICON model package lets you integrate a whole variety of external libraries. See the
corresponding table in the document README .md in the root directory of the ICON source
code for a detailed list of required and optional libraries for ICON.

The libraries play a particularly important role in the execution of 1/O tasks. Two data
formats are implemented in the package to read and write data from or to disk: GRIB
and NetCDF.

o GRIB (GRIdded Binary) is a standard defined by the World Meteorological Organi-
zation (WMO) for the exchange of processed data in the form of grid point values
expressed in binary form. GRIB coded data consists of a continuous bit-stream made
of a sequence of octets (1 octet = 8 bits). Please note that the ICON model does
support only the GRIB2 version of the standard.

e NetCDF (Network Common Data Form) is a set of software libraries and machine-
independent data formats that support the creation, access, and sharing of array-
oriented scientific data. NetCDF files contain the complete information about the
dependent variables, the history, and the fields themselves. The NetCDF file format
is also used for the definition of the computational mesh (grid topology).

For more information on NetCDF see http://www.unidata.ucar.edu.

To work with the formats described above the following libraries are utilized by the ICON
model package. For this training course, the paths to access these libraries on the used
computer system are already specified in the Makefile.

The Climate Data Interfaces (CDI) — externals/cdi

This library has been developed and implemented by the Max-Planck-Institute for Mete-
orology in Hamburg. It provides a C and Fortran interface to access climate and NWP
model data. Among others, supported data formats are GRIB1/2 and NetCDF.

For more information see https://code.mpimet.mpg.de/projects/cdi.

A copy of the CDI is distributed together with the ICON model package. However, users
can download and install this library before configuring ICON and use it instead. Note
that the CDI are also used by the DWD ICON Tools.
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The NetCDF library — libnetcdf.a

A special library, the NetCDF library, is necessary to write and read data using the
NetCDF format. This library also contains tools for manipulating and visualizing the
data (ncdump utility, see Section 10.1.1).

If the library is not yet installed on your system, you can get the source code and docu-
mentation from

http://www.unidata.ucar.edu/software/netcdf/index.html

This includes a description how to install the library on different platforms. Please make
sure that the F90 package is also installed, since the model reads and writes grid data
through the F90 NetCDF functions.

Note that there exists a restriction regarding the file size. While the classic NetCDF format
could not deal with files larger than 2 GiB the new NetCDF-4/HDF5 format permits
storing files as large as the underlying file system supports. However, NetCDF-4/HDF5
files are unreadable to the NetCDF library before version 4.0.

The ECMWF ecCodes package! — libeccodes.a, libeccodes_£90.a

The European Centre for Medium-Range Weather Forecasts (ECMWF) has developed an
application programmers interface (API) to pack and unpack GRIB1 as well as GRIB2
formatted data. For reading and setting meta-data, the ecCodes package uses the so-called
key/value approach, which means that all the information contained in the GRIB message
is retrieved through alphanumeric names. Indirect use of this ecCodes library in the ICON
model is implemented through the CDI.

In addition to the GRIB library, there are some command-line tools to provide an easy way
to check and manipulate GRIB data from the shell. Amongst them, the most important
ones are grib_ls and grib_dump for listing the contents of a GRIB file, and grib_set for
(re)-setting specific key/value pairs.

For more information on ecCodes we refer to the ECMWEF web page:

https://confluence.ecmwf.int/display/ECC

ﬁ Installation: The source code for the ecCodes package can be downloaded
from the ECMWF web page.

Please refer to the README for installing the ecCodes libraries, which is done
with a configure script. Check the following settings:

YecCodes is an evolution of the former GRIB-API software package. To facilitate the alternative use
of both libraries, ICON implements only backward-compatible API function names. The GRIB-API
libraries, however, would be libgrib_api.a, libgrib_api_£90.a.


http://www.unidata.ucar.edu/software/netcdf/index.html
https://confluence.ecmwf.int/display/ECC

1.1 The ICON Model Package

e The ecCodes package can make use of optional JPEG packing of the
GRIB records, but this requires the installation of additional libraries.
Since the ICON model does not apply this packing algorithm, the support
for JPEG can be disabled during the configure step with the option
-disable-jpeg.

o To use statically linked libraries and binaries you should set the configure
option —enable-shared=no.

./configure --prefix=/your/install/dir \
--disable-jpeg --enable-shared=no

After the configuration has finished, the ecCodes library can be built with
make and then make install.

GRIB Definition Files

An installation of the ecCodes package always consists of two parts: First, there is the
binary compiled library itself with its functions for accessing GRIB files. But, second,
there is the definitions directory which contains plain-text descriptions of meta data.

GRIB definition files are external text files which constitute a kind of parameter database.
They describe the decoding rules and the keys which are used to identify the meteorological
fields. For example, these definition files contain information about the variable short name
and the corresponding GRIB code triplet.

Example. In contrast to the GRIB triplet, the short name, e.g., “OMEGA” for vertical
velocity (pressure), is not stored in data files. The definition file therefore constitutes an
essential link: If the definition files in two institutes are different from each other it is
possible that the same data file shows the record “OMEGA” on one site (our DWD system),
while the same GRIB record bears the short name “w” on the other site (both have the
same GRIB triplet discipline=0,parameterCategory=2,parameterNumber=8).

DWAD-specific definition files. The ICON model accesses its input data by their name
("shortName" key). Therefore the DWD-specific definition files ("EDZW"=DWD Offen-
bach) are essential for the read-in process. In theory, the above situation could be solved
by changing all field names in the ICON name list setup, where possible. However, it is
likely that further related errors may follow in the ICON model when this searches for a
specific variable name. In this case you might need to change the definition files after all.

The DWD definition files for the ecCodes package can be obtained via

https://opendata.dwd.de/weather/1ib/grib/
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The new directory needs to be communicated to the ecCodes package at run-time by
setting the ECCODES_DEFINITION_PATH environment variable’:

export \
ECCODES_DEFINITION_PATH=/yourpath/definitions.edzw:/yourpath/definitions

Here, the definitions directory provided by ECMWF is extended by DWD’s own instal-
lation (definitions.edzw). Note that both paths have to be specified in this environment
variable, and that definitions.edzw has to be the first! The current setting of the defi-
nition files path can be displayed with the command-line tool codes_info.

Note that for writing GRIB2 files, the ICON model does not use DWD-specific shortNames.
Therefore, the model output can be written in GRIB2 format without the proper definition
files at hand.

ﬁ Remark on Versioning: The ecCodes library does not check the version of
the definition files. In case of a mismatch between these versions, ecCodes
will throw an error which can not be easily attributed to a version mismatch.
Thus, the user has to make sure that the ecCodes version and the definition
files version matches.

1.1.3. Namelist Input for the ICON Model

In general, the ICON model is controlled by a so-called parameter file which uses Fortran
NAMELIST syntax. Default values are set for all parameters, so that you only have to
specify values that differ from the default.

Assuming that ICON has been compiled successfully, the next step is to adapt these ICON
namelists. The run scripts in this tutorial create a file NAMELIST_NWP which contains all
user-defined namelist parameters, together with some substituted shell script variables.
Discussing all available namelist switches is definitely beyond the scope of this tutorial.
We will merely focus on the particular subset of namelist switches that is necessary to
setup an idealized model run as well as real case runs using the NWP physics package. A
complete list of namelist switches can be found in the namelist documentation

icon/doc/Namelist_overview.pdf

1.2. Configuring and Compiling the Model Code

This section explains the configuration process of the ICON model. It is assumed that the
libraries and programs discussed in Section 1.1.2 are present on your computer system.
For convenience, the compiler version and the ecCodes version are documented in the log
output of each model run.

2Setting the GRIB_DEFINITION_PATH environment variable is still accepted as a fallback by the ecCodes
package for backward compatibility reasons.
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1.2 Configuring and Compiling the Model Code

1.2.1. Computer Platforms

For a small number of HPC platforms settings are provided with the code. The two most
important examples of ICON-NWP are the NEC system in Offenbach/Ludwigshafen and
“Levante” at the DKRZ in Hamburg. As of September 2022, the technical specifications
of these platforms are as follows:
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NEC SX-Aurora cluster (Research Cluster Ludwigshafen “rcl.dwd.de)
3520 NEC SX-Autora Tsubasa vector engine CPUs

e 1.584 GHz, double precision peak performance
ca.2.15 TFLOPS,

o 48 GiB HBM2 3D-stacked memory

440 x86 Vector Hosts with 8 Vector Engines attached to each host
AMD EPYC “Rome” (24 cores, 2.8GHz, 512 GiB memory)

MPI: NEC MPI 2.22.0
NetCDEF: Version 4.7.3
Compiler: NEC Fortran 4.0.0 / gcc v9.2.0

HLRE-4 cluster “Levante” (DKRZ Hamburg)

CPU-Partition

2520 compute nodes AMD 7763 (2 CPUs/node, 64 cores/CPU, 256 Gb)

294 compute nodes AMD 7763 (2 CPUs/node, 64 cores/CPU, 512 Gb)

18 compute nodes AMD 7763 (2 CPUs/node, 64 cores/CPU, 1024 Gb)

GPU-Partition

60 compute nodes AMD 7713 (2 CPUs/node, 64 cores/CPU, 512 Gb)
compute nodes Nvidia A100 (4 GPUs/node, 80/40 Gb)

MPI: OpenMPI 4.1.2
NetCDF: Version 4.5.3
Compiler: Intel Fortran compiler ifort 2021.5.0

Due to the usage of modern Fortran 2003/2008 features, ICON places high demands on
the compilers. Please make also sure that a compatible compiler for the C99 routines in
the package is available. Both components, the Fortran parts and the C parts use a source
pre-processor. Table 1.1 provides a list of compilers which are regularly tested and known
to successfully build the recent ICON code. There is a good chance that more recent
compiler versions might work as well. However, be aware that this is not necessarily the

case.

g Intel ifort compiler: When compiling with ifort before version 17.0.1, the

' default behavior is for the compiler not to use the Fortran rules for auto-
matic allocation on intrinsic assignment. You will need to use an option like
—assume realloc-lhs.

11
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Fortran Compiler Working Version(s)
GNU gcc v11.2.0
gcc v12.1.0
gcc v12.2.0
Cray ftn v12.0.3
Intel ifort v2021.5.0
ifort v2021.6.0
NAG nagfor v7.1.7101
nagfor v7.1.7114
NEC nfort v4.0.0
NVIDIA (CPU) nvfortran v21.3.0

nvfortran v22.7.0

NVIDIA (GPU) nvfortran v21.3.0
nvfortran v22.7.0

Table 1.1.: Compiler versions which are tested regularly and which are known to success-
fully build the ICON code (state February 2023).

1.2.2. Configuring and Compiling

The process of building ICON consists of two parts: configuring the options and compiler
flags, and building the source code with those options and flags.

The configuration step is normally done by running the configure script (which is part
of the GNU Autotools) with command-line arguments, which, among other things, tell
the script where to locate libraries and tools required for building. Again we refer to the
document README.md in the root directory of the ICON source code which contains a very
detailed description of the configuration process.

The configure command scans the build environment and generates an appropriate
Makefile. The list of arguments enabling a successful configuration might be quite long
and difficult to compose, therefore, instead of running the generic configure script di-
rectly, users are recommended to execute a corresponding platform- or machine-specific
configuration wrapper that sets the required compiler and linker flags as well as the rec-
ommended set of configure options.

The wrapper scripts can be found in the respective subdirectories of the directory
icon/config. If your platform is not among the list of presets, or if you need to add
a specific compiler or change your compiler flags, you have to set up the appropriate call
of the configure yourself. Numerous platform-dependent options are allowed. Some more
details on configure options can be found in the help of the configure command:

./configure --help

12



1.2 Configuring and Compiling the Model Code

Be warned that you need some knowledge about Unix / Linux, compilers and Makefiles
to make the necessary adjustments w.r.t. the computing environment. If the configuration
process fails, take a look at the text file config.log that is created during the configuration
process. This technical log file may contain hints on which particular library has been found
missing.

The building stage is done with GNU make upon successful completion of the configuration
stage. On most machines you can also compile the routines in parallel by using the GNU-
make with the command gmake -j np, where np gives the number of processors to use
(np typically about 8).

If you wish to re-configure ICON it is advisable first to clean the old setup by giving:

make distclean

Example: Configuration and build process for the NEC SX-Aurora. The NEC platform
represents a special case in the sense that two separate ICON binaries are created, which
will be simultaneously executed on the x86 hosts nodes and the vector engines.

It is advisable to create a build subdirectory which will contain the binaries for your com-
puter architecture. The building system of ICON supports so-called out-of-source builds.
This means that you can build ICON in a directory other than the source root directory.
The main advantage of this is that you can easily switch between several different config-
urations and compilers later (each in its own build directory), while working on the same
source code. For the case of the NEC SX-Aurora, we will have different builds for the x86
hosts nodes and the vector engines.

In order to start the compilation process, please log into the NEC SX-Aurora cross-
compilation node rcl and change into the subdirectory icon. Please type:

mkdir -p build/VE,VH

cd build/VE
../../config/dwd/rcl.VE.nfort
make -j6

cd ../../build/VH
../../config/dwd/rcl.VH.gcc
make -3j6

ﬁ Pre-compiled Binaries: Users of the NEC SX-Aurora system may find re-
cent pre-compiled binaries in the following subdirectory $NWP_BIN. Note that
the nwp module needs to be pre-loaded, and the directory path depends on
whether the parent module x86 (i. e. binaries for the Linux cluster) or module
sx (i. e. binaries for the SX compute cluster) was previously loaded.

Users of the ECMWEF system may find recent pre-compiled binaries in the
following subdirectory:

/scl/home/zde/routfox/abs

13
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1.3. The DWD ICON Tools

The DWD ICON Tools provide a number of utilities for the pre- and post-processing of
ICON model runs. The DWD ICON Tools are not generally available ICON software but
were developed by the DWD as an add-on. Note that the software is not distributed under
the personal license that is provided by the Max-Planck Institute for Meteorology.

1.3.1. General Overview

All tool binaries can run in parallel on multi-core systems (OpenMP) and some offer
an MPI-parallel execution mode in addition. The DWD ICON utilities use the ecCodes
package for reading data in GRIB2 format. The ecCodes package is indirectly accessed by
the Climate Data Interface (CDI).

Root directory: dwd__icon__tools

— doc LaTeX documentation

— example (few) example programs and scripts
— externals sub-libraries, e. g. the CDI

— icontools command-line tools (binaries)

— libicontools sub-library: ICON Tools algorithms

— src/libiconbase
— src/libicongrid
— src/libicongridgen
— src/libiconio

— src/libiconremap

L— src/libicontools

— configure GNU Autotools configure script

L— do__configure Pre-set options for some compile targets

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Figure 1.2.: Directory structure of the DWD ICON tools, published as a separate soft-
ware package. Only the most relevant directories are shown.

The directory structure of the DWD ICON tools is shown in Fig. 1.2. We give a short
overview over several tools in the following and refer to the documentation Prill (2020) for
details.

14



1.3 The DWD ICON Tools

ICONGRIDGEN — Used in Section 2.1.5

The icongridgen tool is a simple grid generator. It creates icosahedral grids from scratch,
which can be fed into the ICON model. Alternatively, an existing global or local grid file
is taken as input and parts of this input grid (or the whole grid) are refined via bisection.
No storage of global grids is necessary and the tool also provides an HTML plot of the
grid. The grid generator provides the basis for the DWD grid generator web tool under
https://webservice.dwd.de/cgi-bin/sppl167/webservice.cgi.

ICONREMAP — Used in Sections 2.2.3, 2.3

The iconremap utility is especially important for pre-processing the initial data for the
basic test setups in this manuscript. iconremap (/COsahedral Nonhydrostatic model
REMAPping) is a utility program for horizontally interpolating ICON data onto regu-
lar grids and vice versa. Besides, it offers the possibility to interpolate between triangular
grids of different grid spacing.

The iconremap tool reads and writes data files in GRIB2 or NetCDF file format. For
triangular grids an additional grid file in NetCDF format must be provided.

Several interpolation algorithms are available: Nearest-neighbor remapping, radial basis
function (RBF) approximation of scalar fields, area-weighted formula for scalar fields, RBF
interpolation for wind fields from cell-centered zonal, meridional wind components u, v to
normal and tangential wind components at edge midpoints of ICON triangular grids (and
reverse), and barycentric interpolation. For more remarks on the available interpolation
methods, see Section 7.1.2.

ﬁ Note that iconremap only performs a horizontal remapping, while the vertical
interpolation onto the model levels of ICON is handled by the model itself.

ICONSUB — Used in Section 2.3

The iconsub tool (/COsahedral Nonhydrostatic model SUBgrid extraction) allows “cut-
ting” sub-areas out of ICON data sets.

After reading a data set on an unstructured ICON grid in GRIB2 or NetCDF file format,
the tool comprises the following functionality: It may “cut out” a subset, specified by two
corners and a rotation pole (similar to the COSMO model). Alternatively, a boundary
region of a local ICON grid, specified by parent-child relations, may be extracted. This
execution mode is especially important for the setup of the limited area model ICON-LAM.

Multiple sub-areas can be extracted in a single run of iconsub. Finally, the extracted data
is stored in GRIB2- or NetCDF file format.

15
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ICONGPI

The icongpi tool (/COsahedral Nonhydrostatic model Grid Point Information) is a utility
program for searching / accessing individual grid points of an ICON grid. It can be used
to determine cells in a triangular grid corresponding to a given geographical position and
to determine the geographical position for a given cell index.

ICONDELAUNAY — see Section 7.1.2

The icondelaunay tool processes existing ICON grid files. It appends a Delaunay trian-
gulation of the cell circumcenters to the grid file. This auxiliary triangulation can then be
used for interpolation purposes.

1.3.2. Configuring and Compiling the DWD ICON Tools

To compile the DWD ICON Tools binaries, log into the Linux cluster node rclh?® for NEC
SX-Aurora cross-compilation and change into the base directory:

cd dwd_icon_tools

This directory contains a GNU Autotools configure script which, when run, scans the
build environment and generates a Makefile appropriate for that build environment.

The configure expects numerous platform-dependent options which can be listed by the
command configure -help.

After the configuration has finished, the binary can be created by typing

make

ﬁ Pre-compiled Binaries: Similar to the pre-compiled binaries of the ICON
‘ model, users of the NEC SX-Aurora system or the rcl.dwd.de may find recent
pre-compiled binaries for the DWD ICON Tools in the following subdirectory
$NWP_BIN UTIL.

Note that the nwp module needs to be pre-loaded, and the directory path
depends on whether the parent module x86 (i. e. binaries for the Linux cluster)
or module sx (i. e. binaries for the SX compute cluster) was previously loaded.

3Note that rclh serves as an alias for one of the Linux cluster nodes rcnl*.

16



1.3 The DWD ICON Tools

List of pre-configured platforms: Pre-set options for a short list of available compile

targets are contained in the do_configure.sh auxiliary script. c
o
8
Hostname Target description —
L
i
of lws*, omlws* Generic Linux platform without MPI support; g
compiled with the gcc compiler. —
rcnl*, DWD Linux cluster. L
target=="rcl"
rcnl*, cross compilation for DWD NEC SX-Aurora vector host
target == "VH" | with MPI support.
breeze4dx DKRZ “breeze” Linux cluster.
levantex DKRZ BullSequana XH2000 supercomputer “Levante”.
ax6-1%.bullx ECMWF Atos Sequana XH2000 system.
daint* compilation for CSCS Daint cluster.

The o[fm]lw* target in the do_configure.sh helper script is related to a more or less
generic Linux workstation but probably requires adaptation.

In the following, we list the invocation of the do_configure.sh helper script in detail:

DWD, rcnl: Cross compilation for NEC vector hosts

module purge && \

module load sx/default apps gcc/9.1.0 mpi/2.3.1 \
netcdf4/4.7.3-VH-gnu hdf5/1.10.5-VH-gnu \
eccodes/2.23.0-VH-gnu aec/1.0.3-VH-gnu \
szip/2.1.1-VH-gnu

./do_configure.sh

DWD, rcnl: Compilation for Linux cluster with GNU compiler (without MPI)

module purge && \

module load x86/default apps gcc/9.1.0 \
netcdf4/4.7.3-x86-gnu hdf5/1.10.5-x86-gnu \
eccodes/2.23.0-x86-gnu aec/1.0.3-x86-gnu \
szip/2.1.1-x86-gnu

target=rcl ./do_configure.sh

DKRZ, levante: Compilation for "'Levante"
module purge && \

module load gcc/11.2.0-gcc-11.2.0 openmpi/4.1.2-gcc-11.2.0
./do_configure.sh

17



1. Installation




2. Necessary Input Data

Before anything else, preparation is
the key to success.

Alexander Graham Bell

Besides the source code of the ICON package and the technical libraries, several data
files are needed to perform runs of the ICON model. There are four categories of necessary
data: Horizontal grid files, external parameters, and data describing the initial state (DWD
analysis or ECMWF IFS data). Finally, running ICON in limited-area mode in addition
requires accurate boundary conditions sampled at regular time intervals.

2.1. Horizontal Grids

In order to run ICON, it is necessary to load the horizontal grid information as an input
parameter. This information is stored within so-called grid files. For an ICON run, at
least one global grid is required. For model runs with nested domains, additional grids are
necessary. Optionally, a reduced radiation grid for the global domain may be used (see
Section 3.10).

The following nomenclature has been established: In general, by RnBk we denote a grid
that originates from an icosahedron whose edges have been initially divided into n parts,
followed by k subsequent edge bisections. See Figure 2.1 for an illustration of the grid
creation process. The total number of cells in a global ICON grid RnBk is given by
Neells := 20m2 4%, The cell circumcenters serve as data sites for most ICON variables. As
an exception, the orthogonal normal wind is given at the midpoints of the triangle edges
and is measured orthogonal to the edges.

The effective mesh size can be estimated as
Az ~ 5050/ (n2%) [km]. (2.1)
This formula is motivated as follows:

The average triangle area is calculated from the surface of the Earth divided by the number
of triangles of the grid. Then, we imagine a square with the same area and define its edge
length as the effective mesh size of the triangular grid. This results in

— 4 R? Rear
Az = \/Scarth/Neells = carth T _ ea2 ;h \/E ~ 5050/ (n 2%) [km],
n

Tcells

where Seartnh and Reartn define the Earth’s surface and radius, respectively.
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Figure 2.1.: Left: lllustration of the grid construction procedure. The original spherical
icosahedron is shown in red, denoted as R1B00 following the nomenclature
described in the text. In this example, the initial division (n=2; black dot-
ted), followed by one edge bisection (k=1) yields an R2B01 grid (solid lines).
Right: Graphical representation of the 12 pentagon points. Here, the base
icosahedron is rotated exactly like the DWD operational grids.

Pentagon Points

Note that by construction, each vertex of a global grid is adjacent to exactly 6 triangular
cells, with the exception of the original vertices of the icosahedron, the pentagon points,
which are adjacent to only 5 cells.

The grids used in production at DWD have their pentagon points located at the following
longitude/latitude positions (in degrees):

(=180, £90), (0, —m), (—180, m), (£36,m), (£72, —m), (£108,m), (£144, —m)

where the constant m is derived from the golden ratio ¢ := #5 as

1 1 2 4
80 <—V+¢+¢> ~ 26.565 [degrees].

=90 — — at
m o atan ¢

See Fig. 2.1 for a graphical representation of the pentagon points.

Cell Neighborhoods

Apart from areas with pentagon cells, the number of cells in an area covered by a central
cell and N, rings of cells around the central cell is

Ny
Ne(N,) =1+ 12 Zrzl r=6N.(N,+1)+1.

Then No(1) = 13, N,(2) = 37, No(3) =73, ...

20



2.1 Horizontal Grids

Proof by mathematical induction. For the inductive step it is convenient to visualize all
cells organized in horizontal rows. If the statement holds for N, then we need to count
the number of additional steps for N, + 1: We have 2 N, + 1 horizontal cell rows in the
area covered by N,. Therefore we get 4 (2 N, + 1) new cells in these horizontal cell rows.
Furthermore, we have two additional horizontal cell rows, containing 2(N, + 1) + 1 cells
and 2(N, 4+ 2) + 1 cells. In total we get the following number of new cells:

This is N¢(Ny + 1) — N.(N;) from the formula above. O

Dual Hexagonal Grid

The centers of the equilateral triangles contained in each triangle of the original icosahe-
dron after triangulation are defined by the intersection of the angle bisectors (which are at
the same time also altitudes) of the triangle. The centers of the triangles form a hexagonal
grid that is called to be dual to the grid of triangle vertices. On the ICON grid, the centers
of the slightly distorted triangles form a dual grid of slightly distorted hexagons.

Spring Dynamics Optimization

This grid on the sphere is optimized in a next step by so-called spring dynamics. We
give the idea of the optimization only and refer to Tomita et al. (2002) for an in-depth
description of the algorithm.

Imagine that we have a collection of springs all of them of the same strength and length.
First, we attach a mass to each triangle vertex and fix it with glue on the circumscribed
sphere. We replace each edge by one of the springs. Depending on the actual length of the
edge, we have to tension some springs a bit more for the larger triangles, less for smaller
ones. Now, the glue is melted away and the vertices move until an equilibrium is reached
provided that there is some friction of the mass points on the sphere.

By this procedure, we will obtain a slightly different grid of triangles which are still slightly
distorted and of unequal size, however, the vertices reached positions that reflect some
“energy minimum”. These triangles are the basis of the ICON horizontal grid. Such a grid
has particularly advantageous numeric properties. The North and South Pole of the Earth
are chosen to be located at two vertices of the icosahedron that are opposite to each other.

2.1.1. ICON Grid Files

The unstructured triangular ICON grid resulting from the grid generation process is rep-
resented in NetCDF format. This file stores coordinates and topological index relations
between cells, edges and vertices.

The most important data entries of the main grid file are

o cell (INTEGER dimension)
number of (triangular) cells
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vertex (INTEGER dimension)
number of triangle vertices

edge (INTEGER dimension)
number of triangle edges

clon, clat (double array, dimension: #triangles, given in radians)
longitude/latitude of the midpoints of triangle circumcenters

vlon, vlat (double array, dimension: #triangle vertices, given in radians)
longitude/latitude of the triangle vertices

elon, elat (double array, dimension: #triangle edges, given in radians)
longitude/latitude of the edge midpoints

cell_area (double array, dimension: #triangles)
triangle areas

vertex_of_cell (INTEGER array, dimensions: [3, #triangles])
The indices vertex_of_cell(:,i) denote the vertices that belong to the triangle i.
The vertex_of_cell index array is ordered counter-clockwise for each cell.

edge_of_cell (INTEGER array, dimensions: [3, #triangles])
The indices edge_of_cell(:,i) denote the edges that belong to the triangle i.

clon/clat_vertices (double array, dimensions: [#triangles, 3], given in radians)
clon/clat_vertices(i,:) contains the longitudes/latitudes of the vertices that
belong to the triangle i.

neighbor_cell_index (INTEGER array, dimensions: [3, #triangles])
The indices neighbor_cell_index(:,i) denote the cells that are adjacent to the
triangle 1.

zonal/meridional_normal_primal_edge: (INTEGER array, #triangle edges)
components of the normal vector at the triangle edge midpoints. Note that the edge’s
primal normal must not be mixed up with a primal cell’s outer normal.

adjacent_cell_of_edge: (INTEGER array, [2, #triangle edges])
For cells i1, io adjacent to a given edge ¢, moving from ¢; to i follows the direction
of the edge’s primal normal.

zonal/meridional_normal_dual_edge: (INTEGER array, #triangle edges)

These arrays contain the components of the normal vector at the facets of the dual
control volume.

Note that each facet corresponds to a triangle edge and that the dual normal matches
the direction of the primal tangent vector but signs can be different.

uuid0fHGrid (global attribute)
Grid fingerprint (see Section 2.1.8).
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Figure 2.2.: Illustration of the parent-child relationship in refined grids. Left: Triangle
subdivision and local cell indices. Right: The grids fulfill the ICON require-
ment of a right-handed coordinate system [€}, €,, €,]. Note: the primal tan-
gent and the dual cell normal are aligned but do not necessarily coincide!

2.1.2. ICON “Nests”

ICON has the capability for running
¢ global simulations on a single grid,
o limited area simulations (see Chapter 6), and
« global or limited-area simulations with refined nests (so called patches or domains).

For the subtle difference between nested and limited-area setups the reader is referred to
Section 6.1. Section 3.9.1 explains the exchange of information between the domains.

Additional topological information is required for ICON’s refined nests: Each “parent”
triangle is split into four “child” cells, and each parent edge is split into two child edges.
In the grid file only child-to-parent relations are stored while the parent-to-child relations
are computed in the model setup. The local numbering of the four child cells (see Fig. 2.2)
is also computed in the model setup.

The refinement information is stored in the following data entries of the grid file:

o uuidOfParHGrid (global attribute)
Fingerprint of the parent grid (see Section 2.1.8). If your grid does not contain
the uwuidOfParHGrid global attribute, then you’ll need the namelist parameter
dynamics_parent_grid_id, see below.

o parent_cell_index (INTEGER array, dimension: #triangles)
Global index of coarser parent triangle in the parent grid.

o parent_edge_index (INTEGER array, dimension: #triangle edges)
Global index of parent edge (with double length) in the parent grid.

o parent_vertex_index (INTEGER array, dimension: #triangle vertices)
Global index of parent vertex in the parent grid.

Since the grids of the different refinement levels are stored in separate files, the usual way to
establish a parent-child relationship between these grids is to read the header information
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from the list of provided grid files, see Section 4.1.2. Then, the parent-child relationships
can be inferred from the NetCDF attributes uuid0fHGrid and uwuid0fParHGrid.

However, there are still older grid files in circulation which do not contain these descrip-
tive attributes. In this case there is no other possibility than defining the parent-child
relationship by a namelist parameter.

dynamics_parent_grid_id (namelist grid_nml, list of INTEGER values)
This parameter array is closely related to the namelist parame-
ter dynamics_grid_filename. The ith entry of dynamics_parent_grid_id contains
the index of the parent grid of domain i. Indices start at 1, an index of 0 indicates
no parent.

For older grid files that are still in circulation, the refinement information may be provided
in a separate file (suffix ~grfinfo.nc), which happens to be the case especially for legacy
data sets. This optional grid connectivity file acts as a fallback at model startup if the
expected information is not found in the main grid file.

Finally, note that the data points on the triangular grid are the cell circumcenters. There-
fore the global grid data points are located closely to nest data points, but they do not
coincide exactly.

2.1.3. Mapping of Geodesic Coordinates to the Sphere

Usually, geographic coordinate data is given with respect to an ellipsoidal reference system.
The WGS84 ellipsoid, for example, is given by the following semi-major and minor axes:

a:=6.378137-10% m , .= 6.356752314245 - 10° m

Input data usually refers to the geographic (geodetic) latitude of this ellipsoid, which is
the angle that a line perpendicular to the surface of the ellipsoid at the given point makes
with the plane of the Equator, see the blue line in Fig. 2.3. It must not be confused with
the geocentric latitude (red in Fig. 2.3), which is the angle made by a line to the center
of the ellipsoid with the equatorial plane, see Snyder (1987). A post-processing tool that
misinterprets geocentric and geographic latitudes will notice a shift of up to 22 km.

The ICON model, however, uses a spherical approximation with an earth radius of
re = 6.371229 - 10° m.

Generally speaking, a mapping rule needs to be defined between the ellipsoid and the
sphere. For the ICON model this mapping is prescribed by the ExtPar tool which pre-
processes numerous invariant parameter fields, e.g. the topography, the land-sea mask,
the soil type and atmospheric aerosols. The ExtPar data set will be in detail described in
Section 2.4.

Here, the important fact is that the ExtPar tool re-interprets coordinates with a trivial
mapping rule, i.e. WGS84 latitudes are directly applied without transformation to the
sphere.
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equator

Figure 2.3.: Illustration of an ellipsoid with geodetic (geographic) latitude ¢ and geocen-
tric latitude ¢4. The dashed line shows a spherical surface for comparison.

This definition must be kept consistent for all pre-processing parts of the model (grids,
namelists, etc.): For example, when the user specifies meteogram locations, he usually
applies a mapping from ellipsoidal to spherical coordinates, often without realizing this
transformation. For ICON, however, the user must provide WGS84 coordinates to comply
with the calculation rule of the ExtPar tool. The same argument holds for point source
locations, geometric tracks, the center and corner locations of a grid, etc.

2.1.4. Download of Predefined Grids

For fixed domain sizes and resolutions a list of grid files has been pre-built for the ICON
model together with the corresponding reduced radiation grids and the external parame-
ters.

The contents of the primary storage directory are regularly mirrored to a public web site
for download, see Figure 2.4 for a screenshot of the ICON grid file server. The download
server can be accessed via

http://icon-downloads.mpimet.mpg.de

The pre-defined grids are identified by a centre number, a subcentre number and a num-
berOfGridUsed, the latter being simply an integer number, increased by one with every
new grid that is registered in the download list. Also contained in the download list is
a tree-like illustration which provides information on parent-child relationships between
global and local grids, and global and radiation grids, respectively.

Also available on the grid file server are ICON grids provided by the Max-Planck-Institute
for Meteorology (MPI-M). Note, however, that MPI grids generally have no matching
reduced radiation grid, and are rotated 37° around the z-axis, while DWD grids are rotated
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Figure 2.4.: Screenshots of the ICON download server hosted by the Max Planck Insti-
tute for Meteorology in Hamburg.

36°. Finally, note that the grid information of some of the older DWD grids (no. 23 — 40)
is split over two files: The user needs to download the main grid file itself and a grid
connectivity file (suffix -grfinfo.nc).

2.1.5. Grid Generator: Invocation from the Command Line

There are (at least) three grid generation tools available for the ICON model: One grid gen-
eration tool has been developed at the Max Planck Institute for Meteorology by L. Linar-
dakis'. Second, in former releases, the ICON model itself was shipped together with a
standalone tool grid_command. This program has finally been replaced by another grid
generator which is contained in the DWD ICON Tools.

In this section we will discuss the grid generator icongridgen that is contained in the
DWD ICON Tools, because this utility also acts as the backend for the publicly available
web tool. The latter is shortly described in Section 2.1.6. It is important to note, however,
that this grid generator is not capable of generating non-spherical geometries like torus
grids, see Section 2.1.9.

ﬁ Minimum version required: Grid files that have been generated by the

' icongridgen tool contain only child-to-parent relations while the parent-to-
child relations are computed in the model setup. Therefore these grids only
work with ICON versions newer than ~ September 2016.

Grid Generator Namelist Settings

The DWD ICON Tools utility icongridgen is mainly controlled using a Fortran namelist.

!see the repository https://gitlab.dkrz.de/mpim-sw/grid-generator.
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The command-line option that is used to provide the name of this file and other available
settings are summarized via typing

icongridgen --help
The Fortran namelist gridgen_nml contains the filename of the parent grid which is to be

refined and the grid specification is set for each child domain independently. For example
(COSMO-EU nest) the settings are

©
=)
©
dom(1)Yregion_type = 3 ()
dom(1)%lrotate = .true. +-=
dom(1)%hwidth_lon = 20.75 -
dom(1)%hwidth_lat = 20.50 £
dom(1)%center_lon = 2.75 '~
dom(1)%center_lat = 0.50
dom(1)%pole_lon = -170.00
dom(1)%pole_lat = 40.00

For a complete list of available namelist parameters we refer to the documentation (Prill,
2020).

The icongridgen grid generator checks for overlap with concurrent refinement regions, i.e.
no cells are refined which are neighbors or neighbors-of-neighbors (more precisely: vertex-
neighbor cells) of parent cells of another grid nest on the same refinement level. Grid cells
which violate this distance rule are “cut out” from the refinement region. Thus, there is
at least one triangle between concurrent regions.

ﬁ Minimum distance between child nest boundary and parent boundary: A
' second, less well-known constraint sometimes leads to unexpected (or even
empty) result grids: In the case that the parent grid itself is a bounded re-
gional grid, no cells can be refined that are part of the indexing region (of
width bdy_indexing_depth) in the vicinity of the parent grid’s boundary.

Settings for ICON-LAM

When the grid generator icongridgen is targeted at a limited area setup (for ICON-LAM),
two important namelist settings must be considered:

o Identifying the grid boundary zone. In Section 2.3 we will describe how to drive
the ICON limited area model. Creating the appropriate boundary data makes the
identification of a sufficiently large boundary zone necessary.

This indexing is enabled through the following namelist setting in gridgen_nml:
bdy_indexing_depth = 14.

This means that 14 cell rows starting from the nest boundary are indexed and can be
identified in the ICON-LAM setup, which is described in Section 2.3. See Fig. 2.12
for an illustration of such a boundary zone.
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Figure 2.5.: Web browser screenshot of the web-based ICON grid generator tool.

o Generation of a coarse-resolution radiation grid (see Section 3.10 for details).

The creation of a separate (local) parent grid with suffix *.parent.nc is enabled
through the following namelist setting in gridgen_nml:

dom(:)%lwrite_parent = .TRUE.

Note that a grid whose child-to-parent indices are occupied by such a coarse grid
can no longer be used in a nested configuration together with a global grid.

2.1.6. Grid Generator: Invocation via the Web Interface

A web service has been made available to help users with the generation of custom grid
files. After entering grid coordinates through an online form, this web service creates a
corresponding ICON grid file together with the necessary external parameter file (NetCDF

4 format).
You will need to log in via the user icon-web. For the necessary login password — or if

you have trouble accessing the web service — please contact icon@dwd.de. Then, visit the
web page of the grid generator

https://webservice.dwd.de/cgi-bin/sppl167/webservice.cgi

28


mailto:icon@dwd.de
https://webservice.dwd.de/cgi-bin/spp1167/webservice.cgi
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The web form is mostly self-explanatory. The settings reflect the namelist parameters of
the icongridgen grid generator tool that runs as the first stage of the web service. The
second stage, the ExtPar tool, does require (almost) no further settings.

The tool is capable of generating multiple grid files at once. Please note that the web-
based grid generation submits a batch job to DWD’s HPC system and takes
some time for processing! Due to limited computing resources a threshold is imposed:
the maximum grid size which can be generated is 3000000 cells. Of course, larger grid
sizes are possible when invoking the grid generator from the command line.

Finally all results (and log files) are packed together into a x.zip archive and the user is
informed via e-mail about its FTP download site. Additionally, a web browser visualization
of the grids based on OpenStreetMap is provided, see Fig. 2.5.

Step 1: Choosing the Base Grid

The web-based generation of ICON grids and their corresponding external parameter
(ExtPar) data sets starts from an “input file”, which can be chosen from a pull-down
menu with a pre-defined list of grids. These grids are identical to those of the download
list described in Section 2.1.4.

Alternatively, it is also possible to start from a “synthetic” base grid RnBk by specifying
n and k, following the algorithm by Sadourny et al. (1968), see page 19. Synthetic grids
are always global domains. Optionally, the location of the grid’s pentagon points may be
adjusted by a rotation of the base icosahedron, see also Section 2.1.

Note that when starting from an already existing file, the base grid will not be modified by
the grid generator, and it will not be stored together with the generator output. The user
merely chooses a sub-region on the globe where the base grid is extracted. If, additionally,
the subgrid is refined, it will have half of the grid size of the base grid.

“ASTER” orography. In ExtPar the ICON orography will be generated from the
“GLOBE” or the “ASTER” raw data set. The selected data set depends on the horizontal
resolution of the target grid. For grid spacings below 3 km the high-resolution, non-global
orography “ASTER” will be used, while for spacings greater than 3 km the the coarser and
global data set “GLOBE?” is selected. The MERIT orography cannot (yet) be requested
via the webinterface.

Please kindly note that “ASTER” orography data are only available in the latitude range
60°S — 60°N. Requests with spacings below 3km and with parts or all of the domain
located outside this range will fail. To avoid such problems please switch off high-resolution
“ASTER” orography for poleward regions by enabling the corresponding checkbox.

Step 2: Specify Global Options

A number of options will be applied to all produced data sets (“global options”):
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e “centre”, “subcentre”

These numbers are stored in the output meta-data section for the identification of
the originating / generating (sub)-center. The values are defined by the WMO, e.g.
DWD: 78/0 (see WMO’s Common Code Table C-11 for additional values).

e “spring dynamics optimization”
The ICON grids are based on the spherical icosahedron, but they are post-processed
by an iterative algorithm inspired by elastostatics, see the explanation on “spring
dynamics optimization” in Section 2.1.

— “max. number of iterations”
maximum number of pseudo-time stepping steps of the elastostatics model.

— “beta factor”
stiffness coefficient of the elastostatics model.
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— “fixed lateral boundary?”
If this checkbox is set, then the boundary vertices of regional grids are not
moved during the optimization. Thus they will still coincide with vertices of
the base grid.

Recommendation: For nested domains, do not alter the default settings unless you
know the details of the underlying algorithm. The “optimized” grid points of the
refined computational grids can deviate substantially from those of the coarser parent
grid. Of course, if one considers only a single regional grid, i.e. no nesting hierarchy,
then the settings for “spring dynamics” are less critical. We advise a visual inspection
of the resulting grids.

e “initial refinement”
Sometimes the grid region “Domain 1”7 (or the first level of a grid hierarchy) shall
not be refined, because only a cut-out subset of the base grid is needed. Disable this
checkbox in order to simply extract the first domain from the base grid rather than
refining.

¢ “include base grid”
This setting is disabled by default but it becomes useful when a global base grid has
been created from scratch: In this situation the base grid domain # 0 may not only
serve the purpose of being the starting point for the subsequent refinement hierarchy,
but it can be used in the ICON simulation itself. Selecting “include base grid” will
run the ExtPar process and include this dataset into the resulting zip file.

Step 3: Sub-domain Name and Parent Grid ID

By default, the web form contains only the input fields to specify a single grid. However,
more domain specifications can be added to the generator by a click on the “Add another
domain” button (or removed by clicking “Remove latest domain”).

Numbering: In the web form the base grid is denoted by “#0” while the created domains
are denoted by numbers “#1”, “#2” and so on.
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2.1 Horizontal Grids

In the simplest case the domains specify multiple nests

on the same refined level. In this case, the “parent
grid ID” is always set to “0” (base grid).
Besides, domains can be nested, for example

Then, the grid for Germany has “parent grid ID=1", [ ]
and the Europe grid has “parent grid ID=0".

Germany — Europe — Global. [ ]

The chosen hierarchy of grids is graphically depicted
in the top right corner of the web form.

“domain name”

Each domain requires a name (string) which will be used as a name prefix for the
resulting files. Here, it is a good idea to choose (or later rename) file names match-
ing ICON’s popular nomenclature iconR<nroot>B<jlev>_DOM<idom>.nc, see Sec-
tion 5.1.2.

“number of grid used”

This setting will be written into the grid meta-data. It is part of a GRIB2 mech-
anism to link data files to their underlying grid files — see also the explanation in
Section 2.1.4. For regional domains which are not used operationally, we suggest to
choose arbitrary but distinguishable integer numbers.

“write parent grid”

Enable this checkbox when your grid file is to be used with ICON-LAM and a reduced
radiation grid. Note that in this case the grid cannot be used as a nest in standard
(non-LAM) mode — see the corresponding remark in Section 2.1.5. Also note that
writing a parent grid requires at least one refinement step, i.e. this option cannot be
combined with deactivating “initial refinement”.

The effect of the switches “include base grid” and “write parent grid” is different when
creating ICON-LAM domains: For example, assume that a regional computational grid
(domain 1) for ICON-LAM is to be created from the refinement of a global grid. In this
case, the “base grid” refers to the global grid, while the “parent grid” denotes a regional
grid that includes only the “parent cells” of domain 1.

Step 4: Specify the Grid Type/Shape

e “rectangular”

This specifies a sub-region to be refined by a cen-
ter latitude/longitude (in degrees) and a size of 2 x
“half height” for the latitude and 2 x “half width” in
terms of the longitude, see, for example, the figure on
the right.

— “rotate” / “north-pole”
By default, the latitude-longitude coordinates for the rectangular refinement
area are based on the standard North Pole 90N OE. You may use, however, a
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rotated pole similar to the grids of the COSMO model. This pole rotation value
should not be confused with the rotation of the base icosahedron which specifies
the location of the grid’s pentagon points.

e “circular”
This defines a circular-shaped refinement region with a given center and radius (in
degrees).

o “refine all cells of parent domain”
In this case, all cells of the base grid are refined, resulting in a grid with (4 N)
triangles if the base grid consists of IV triangles. No further settings are required to
specify this grid.

Finally, having filled out all necessary fields of the web form, click on the “Proceed” button
— but do not forget to provide your e-mail address! The grid generation job is inserted into
DWD'’s processing queue and you will be informed via e-mail about its completion.

2.1.7. Offline ExtPar Subgrid Extraction

There is a global setting generate script for ExtPar subset extraction available in the web
form which leads to a fundamentally different grid generation mode: If you prefer to use
your own installation of the DWD ICON Tools grid generator, then you can select this
option to prepare the grid generation in an “offline mode”.

The option requires a local installation of the ICON Tools version > 2.4.0, which (besides
other changes) contain a utility script

icontools/extpar_subset_extraction.py

This Python script loads a “config” script (similar to a Fortran namelist) where the user
specifies the desired grid parameters:

config = {
"centre" 1,
"subcentre" : 2,
"initial _refinement" : ".FALSE.",
"filename" : ["icon_grid_0026_R0O3B07_G.nc"],
"dom(1)%outfile" : ["mydomain"],

"dom(1)%number_of_grid_used" : 99,

Here is where the web grid generator comes in handy: The configuration is automatically
created by the web form option generate script for ExtPar subset extraction.

After the Python configuration config ... has been generated, the user can execute the
extpar_subset_extraction.py locally on his own machine:

./extpar_subset_extraction.py --config=config.py
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The necessary base grid and ExtPar data are then automatically determined and down-
loaded from ICON’s public web site. The required grid region is cut out from this data set
and no separate run of the ExtPar tool is necessary. If there exists a parent grid (reduced
radiation grid), then the corresponding part is extracted, too. The whole operation greatly
reduces the computational effort to generate the grid data for a custom ICON run.

As a final remark, the extraction script accepts two optional command-line arguments
(which are listed with extpar_subset_extraction.py -help):

e The option -icontoolsdir allows to specify a directory where the ICON Tools grid
generator binary is located.

e The option -localcopy greatly accelerates the script execution for large data sets
by loading the base grid data from a local directory.

Also note that the extpar_subset_extraction.py is not fully “offline”, since
it requires access to the XML metadata and the base grids available under
http://icon-downloads.mpimet.mpg.de.

2.1.8. Which Grid File is Related to My Simulation Data?

ICON data files do not (completely) contain the description of the underlying grid. This
is an important consequence of the fact that ICON uses unstructured, pre-generated com-
putational meshes which are the result of a relatively complex grid generation process.
Therefore, given a particular data file, one question naturally arises: Which grid file is
related to my simulation data?

The answer to this question can be obtained with the help of two meta-data items which
are part of every ICON data and grid file (either a NetCDF global file attribute or a
GRIB2 meta-data key):

e number0fGridUsed
This is simply an integer number, as explained in the previous sections. The
number0fGridUsed helps to identify the grid file in the public download list. If the
number0fGridUsed differs between two given data files, then these are not based on
the same grid file.

e uuidO0fHGrid
This acronym stands for universally unique identifier and corresponds to a binary
data tag with a length of 128 bits. The UUID can be viewed as a fingerprint of
the underlying grid. Even though this is usually displayed as a hexadecimal number
string, the UUID identifier is not human-readable. Nevertheless, two different UUIDs
can be tested for equality or inequality.

The meta-data values for number0fGridUsed and uuidOfHGrid offer a way to track the
underlying grid file through all transformations in the scientific workflow, for example in

¢ external parameter files
o analysis data for forecast input
o data files containing the diagnostic output

o checkpointing files (restarting).
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Figure 2.6.: Topological representation of the torus geometry and its triangulation.

2.1.9. Planar Torus Grids

As a special mode for numerical experiments, ICON allows for planar torus grids. Note
that the torus geometry and the corresponding global meta-data (NetCDF attributes) are
not generated by the ”standard grid generator” in Section 2.1.5, but require L. Linardakis’
grid generator tool?.

The torus grid has double periodic boundaries. It consists of equal-sided triangles, with
edge length edge_length, which is a namelist parameter of the grid generator, and height

@ edge_length, see Fig. 2.6.

The lon-lat parameterization of the torus is
(lon,lat) = [0,27] X [-max_lat,max_lat]

where max_lat := {5 = 10 degrees (hard-coded in the torus grid generator).
Variables related to the lon-lat parameterization are stored as the data type
t_geographical_coordinates in the ICON code.

The Cartesian coordinates of the torus grid are: v = (z,y,0) where
(x,y) € [0,domain_length] X [0,domain_height]

The lengths domain_length, domain_height are stored as global attributes in the
grid file. Variables related to the Cartesian mesh are stored as the data type
t_cartesian_coordinates in the ICON code.

2.2. Initial Conditions

Global numerical weather prediction (NWP) is an initial value problem. The ability to
make a skillful forecast heavily depends on the accuracy with which the present atmo-
spheric (and surface/soil) state is known. In addition to that, running forecasts with a
limited area model requires accurate boundary conditions sampled at regular time inter-
vals.

%see the repository https://gitlab.dkrz.de/mpim-sw/grid-generator.
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2.2 Initial Conditions

Initial conditions are usually generated by a process called data assimilation. Data assimi-
lation combines irregularly distributed (in space and time) observations with a short term
forecast of a general circulation model (e.g. ICON) to provide a "best estimate” of the
current atmospheric state. Such analysis products are provided by several global NWP
centers.

In the following we will present various data sets that can be used to drive the ICON
model and explain how these data can be retrieved. In addition we will explain how these
data can be remapped to the targeted ICON grid, if necessary. Remapping is one of the
basic pre-processing steps which are visualized in Figure 2.7.

In general, each computational domain, i.e. also a nested domain, requires a separate initial
data file. A “workaround” to start a nested simulation without the need to provide initial
data for the nest is discussed in Section 5.2.

- - Driving Model / Data Assimilation == =-=--- -

initial data (forecast/analysis)

v

- Grid Generator - =~ IniData Preprocessing

.....
o .,

grid file > ;" remap

external >
parameters

initial
data

Figure 2.7.: Basic pre-processing steps for ICON (without limited area mode) which in-
clude the generation of grids and external parameters as well as the remap-
ping of initial conditions. The grid generation process and the external pa-
rameters are described in the Sections 2.1 and 2.4. The initial data processing
is covered by Section 2.2.3.

2.2.1. Obtaining DWD Initial Data

The most straightforward way to initialize ICON is to make use of DWD’s analysis prod-
ucts, which are generated operationally every 3 hours and stored in GRIB2 format on
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ICON Model Tutorial

the native ICON grid. Deterministic as well as ensemble analysis products are available.
Deterministic products are generated by a hybrid Ensemble Variational Data assimilation
(En-Var), which combines variational and ensemble methods. Ensemble products are based
on a Localized Ensemble Transform Kalman Filter (LETKF) approach. See Chapter 11
for more information on DWD’s data assimilation system.

Choosing the Right Product

DWD provides a set of different analysis products. They all constitute a "best estimate”
of the atmospheric state, but differ in some physical and technical aspects. Choosing the
right product is crucial and depends on the targeted application.

Some of the analysis products consist of two files: a first guess file and an analysis file. The
term first guess denotes a short-range forecast of the NWP model at hand, whereas the
term analysis denotes all fields which have been updated by the assimilation system.

Several combinations of these files exist, with specific pros and cons:

Uninitialized analysis for IAU

This product consist of a first guess file and an analysis file. The latter contains
analysis increments, which is the difference between the analysis and the first guess.
The validity dates of both files differ. The validity date of the first guess is shifted
ahead of the analysis date by 90 min (5 min for ICON-D2). This product is meant
for starting the model in Incremental Analysis Update (IAU) mode. TAU is a model
internal filtering technique for reducing spurious noise introduced by the analysis
(see Section 11.3.1).

While this initialization method performs best in terms of noise reduction, it bears
the disadvantage that the corresponding analysis product cannot be interpolated
horizontally in a straightforward manner. This prevents its use on custom target
grids. The underlying reason is that the analysis product contains tiled surface data.
Remapping of tiled data sets makes no sense, since the tile-characteristics can differ
significantly between individual source and target grid cells. Only aggregated surface
fields can safely be remapped (see Section 3.8.11 for more details on the surface tile
approach).

A list of included fields can be found in Section 11.3.1.

Plain uninitialized analysis
This product consists of a first guess file and an analysis file, with the latter contain-
ing full analysis fields instead of increments. The validity date of both files matches
the analysis date.

When using this product, the model state is abruptly pulled towards the analyzed
state right before the first time integration step. Thus, no noise filtering procedure is
included. This conceptually easy approach comes at the price of a massively increased
noise level at model start. Due to the lack of tiled surface data, this product can be
interpolated horizontally to arbitrary custom target grids without any hassle.

A list of included fields can be found in Section 11.3.2.
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Figure 2.8.: Area averaged absolute surface pressure tendency in hPa as a function of
simulation time for a deterministic global model run. Curves differ in terms
of the way the model is initialized, with the uninitialized analysis for IAU
in blue, the uninitialized analysis in red and the initialized analysis in green.

o

Initialized analysis
This product consists of a single file only, containing the analyzed state. First guess
and analysis fields have already been merged and filtered by means of an asymmet-
ric IAU. The noise level induced by this product is very moderate. In addition, this
product can safely be interpolated to arbitrary custom target grids.

A list of included fields can be found in Section 11.3.3.

The level of spurious noise that emerges from each of these analysis products is compared
in Figure 2.8. It shows the area averaged absolute surface pressure tendency as a func-
tion of simulation time, which is a measure of spurious gravity-noise induced by spurious
imbalances in the initial conditions. It is defined as

dps

dps |\ 1
< (TtS > - Zzi dt
= 3 (X, 199 (90 Al ) A,

with A denoting the earth’s surface and Aa; denoting the area of the ith cell. The math-
ematical steps to obtain the pressure tendency equation are discussed at the end of Sec-
tion 3.3. It can be seen that for the uninitialized analysis (red line) the noise level at
simulation start is significantly increased when compared to the other two products. It
takes about two days of model forecast for the noise levels to align. The uninitialized anal-
ysis for IAU (blue) performs best in terms of noise-level, but keep in mind that some data

Aai
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Table 2.1.: Characteristics of DWD’s analysis products. The recommended product for
standalone model runs (without data assimilation) is highlighted in blue .

Uninitialized Uninitialized Initialized
analysis for TAU analysis analysis
# of files 2 2 1
noise level low high moderate
analysis yes no no
increments
surface tile yes no no
information
interpolation no yes yes
possible
available for yes/yes yes/yes yes/yes
det/ens

fields cannot easily be interpolated in the horizontal, such that the application of this mode
is typically restricted to the horizontal grids used operationally at DWD (Det/Ens/D2:
13km/26 km /2 km grid spacing)

The specific pros and cons of the different analysis products is summarized in Table 2.1.

ﬁ Important note: For external users we strongly recommend to use the initial-
ized analysis for model initialization, since it constitutes a good compromise
between accuracy and practicability.

Downloading Initial Conditions

ICON initial conditions are stored in DWD’s meteorological data management sys-
tem SKY. Here, for better performance, meta and binary data are stored separately: The
meta data are stored in a relational database, sorted by data category and time. The bi-
nary data are stored temporarily on a hard drive and subsequently moved into the DWD’s
tape archive using the archiving components in SKY.

A prerequisite for data retrieval is a valid account for the database “roma”. The database
can be accessed in the following ways:

¢ If you have access to DWD’s Linux cluster rcnl*, please contact
klima.vertrieb@dwd.de, in order to gain additional access to the database. Data
retrieval will then be possible by using either SKY’s query language directly, or by
using the PAMORE command-line tool (the latter will be explained below).

o An alternative way to access the database is to use the web-based PAMORE
service, see the web page (German description only)
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https://www.dwd.de/DE/leistungen/pamore/pamore.html

This website is meant for external users who do not have direct access to DWD’s
computer systems and requires a user account. To this end please fill out the
registration form

Registration form for PAMORE web service
- https://www.dwd.de/DE/leistungen/pamore/pamore_registrierung.html

ﬁ DWD’s operational analysis and forecast products for the ICON model are
being stored in the SKY database since 2015-01-20. However, the set of data
fields stored is subject to continuous changes and improvements. I.e. the in-
clusion of additional fields has become necessary with the activation of more
advanced physical parameterizations. Similarly, horizontal and vertical reso-
lution have been increased, as more powerful HPC systems became available.
In November 2022 the number of vertical levels of the global deterministic
and ensemble system has changed from 90 to 120 levels. At the same time the
horizontal resolution of the ensemble system has been enhanced from 40 km
to 26 km.

Further note that the set of data fields of the early months is likely to be
incomplete with regard to the initialization procedure that is explained in
this tutorial. For example, the surface tile approach (see Section 3.8.11) has
been activated no earlier than December 2015.

Data retrieval with PAMORE via command-line. PAMORE (PArallel MOdel data
REtrieve from Oracle databases) is a high-level tool for the retrieval of (model) data
from DWD’s meteorological data management system SKY.

A full set of command-line options can be obtained via pamore -h. Alternatively, they are
accessible on the web via

https://webservice.dwd.de/pamore.html

In order to retrieve, for example, initial data on the native ICON grid from February 1,
2019 00 UTC, the following command lines can be used for the different analysis products:

Uninitialized analysis for IAU (deterministic)
Global domain with 13km grid spacing

pamore -d 2019020100 -1t m -iglo_startdata -iau
— e

Global domain (13km) and nested EU domain (6.5 km)
pamore -d 2019020100 -1t m -iglo_eu_startdata -iau

Note that the EU domain lacks a separate analysis for the atmosphere. If required,
it must be interpolated (horizontally) from the global domain.
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Uninitialized analysis (deterministic)
Global domain with 13 km grid spacing

pamore -d date -1t m -iglo_startdata
Global domain (13km) and nested EU domain (6.5 km)
pamore -d date -1t m -iglo_eu_startdata

Here, date must be replaced by the desired date in the format YYYYMMddhh (see
above).

Initialized analysis (deterministic)
Global domain with 13km grid spacing
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pamore -d date -hstart O -hstop 0 -1t a \
-model iglo -iglo_startdata_0O

Nested EU domain (6.5km):

pamore -d date -hstart O -hstop 0 -1t a \
-model ieu -iconlam_startdata_O

ICON-D2 limited area domain (2.1km):
pamore -d date -model ilam -iles_startdata_0O

Please note that for the nested domain the optional input field TKE is not available
and that Z0 and H_SNOW are only available since 2018-03-14.

ﬁ Important note for ensemble products: With the additional options
e -ires r3b06 and

o -—enum num, where num specifies an ensemble member (e.g. 3) or a range
of ensemble members (e.g. 3 — 8),

analysis products can also be picked from the global LETKEF analysis ensemble
consisting of 40 members with 26/13 km horizontal grid spacing. This does,
however, not hold for initialized analysis products.

Initialized analysis products for ICON ensemble members are not
archived and, hence, are not available from DWD’s database.

Data retrieval with PAMORE via the web form. The PAMORE web service allows the
user-defined selection of model fields by navigating through a sequence of HTML forms.
Alternatively, the web site offers a plain command-line interface.

For the specific task of retrieving ICON initial data, we strongly suggest to take the latter
path. By making direct use of the above PAMORE command-lines and pasting them into
the HTML form (see Figure 2.9), you can minimize the risk of missing some fields.
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e Web Services of DWD - Mozl Firfox >

*B 9 3 A 4 =

Database request - enter resp. verify the pamore order

Please straight enter resp. verify your database request and if necessary revise it:

paste PAMIORE

| command line here

no DWD control words inside GRIB (stf_to_raw)

special database request for NinJo (only internal!)

Submit request
or

Export your database request to file:
Export request

Figure 2.9.: Screenshot of the PAMORE web service. It shows the HTML form where
you can place your PAMORE command line request directly.

After submitting your database request, the data will be extracted from the database and
stored on an FTP server for download. Once your request has been processed, you will
receive an e-mail with information about the FTP server address and the path to your
data.

2.2.2. Obtaining ECMWEF IFS Initial Data

Model runs may also be initialized by “external” analysis files produced by the Integrated
Forecasting System (IFS) that has been developed and is maintained by the European
Centre for Medium-Range Weather Forecasts (ECMWF).

The ICON code contains a script for the automatic request for IFS data from the MARS
data base on non-rotated regular lat-lon grids. The Meteorological Archival and Retrieval
System (MARS)

https://software.ecmwf.int/wiki/display/UDOC/MARS+user+documentation

is the main repository of meteorological data at ECMWEF. A full list of recommended IFS
analysis fields is provided in Table 2.2.

The script for importing from MARS must be executed on the ECMWF computer system.

It is located in the subdirectory

icon/scripts/preprocessing/mars4icon_smi
In order to retrieve, for example, T1279 grid data with 137 levels for the July 1, 2013, the

following command line is used:

./mars4icon_smi -r 1279 -1 1/to/137 -d 2013070100 -0 -L 1 -o 20130701.grb -p 5

41

(0o}
i
C
o
o=
=
Q
=
N



https://software.ecmwf.int/wiki/display/UDOC/MARS+user+documentation

)
=3
!
=
=+
O
0
[
Y

ICON Model Tutorial

Further options are shown by typing ./mars4icon_smi -h

Note that prior to 2013-06-25 12UTC, only 91 instead of 137 vertical levels were used
by the operational system at ECMWEF. For more information, regarding changes in the
ECMWEF model, see

https://www.ecmwf .int/en/forecasts/documentation-and-support/changes-ecmwf-model

Table 2.2.: Recommended IFS analysis fields on a regular lat-lon grid, as retrieved by
the script mars4icon_smi. Optional fields are marked in blue. The second
column indicates ICON’s query name during read in. This is the name which
the field must be given to when it is remapped onto the native ICON grid
(see also Section 2.2.3).

shortName shortName  Unit Description

ECMWEF ICON

U, v U, v ms~! horizontal velocity components

OMEGA W Pas~! vertical velocity

T T K Temperature

FI GEOP_ML m? 52 model level geopotential (only the
surface level is required)

Qv Qv kgkg™! specific humidity

CLWC Qc kgkg™! cloud liquid water content

CIwC QI kgkg™! cloud ice content

CRWC QR kg kg ™! rain water content

Cswe Qs kgkg! snow water content

SST SST K sea surface temperature

CI CI [0,1] sea-ice cover

LNSP LNPS - logarithm of surface pressure

Z GEQOP_SFC m?s2 surface geopotential

TSN T_SNOW K snow temperature

SD W_SNOW m of water eqv. water content of snow

RSN RHO_SNOW kgm™3 density of snow

ASN ALB_SNOW [0,1] snow albedo

SKT SKT K skin temperature

STL[1/2/3/4] STL[1/2/3/4] K soil temperature level 1/2/3/4

SWVL[1/2/3/4] SMI[1/2/3/4] m3m~3 soil moisture index (SMI) layer
1/2/3/4

SRC W_ I m of water eqv. water content of interception stor-
age

LSM LSM [0,1] land /sea mask

The iconremap tool contains an example script xce_ifs2icon.run for the interpolation
of IFS data onto the ICON grid.

When initializing from “external” analysis files, [ICON requires the soil moisture index SMI
and not the volumetric soil moisture content SWV as input. The conversion from SWV to SMI
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is performed as part of the MARS request (mars4icon_smi). However, this conversion is
not reflected in the variable short names. The fields containing SMI are still named SWVLz,
with z denoting the surface layer index. The ICON model, however, expects them to be
named SMIz. Therefore, the proper output name SMIz must be specified explicitly in the
namelist input_field_nml of iconremap (see the example namelist on p. 45).

Other field names must be adjusted as well during the remapping process described in
Section 2.2.3. In order to read the data with ICON, it is necessary to rename the fields to
the ICON-internal short names, according to the second column of Table 2.2.

If IFS data are retrieved on rotated lat-lon grids, care must be taken regarding the defi-
nition of the basis vectors of vector quantities (i.e. horizontal wind components). Usually,
basis vectors of vector quantities are rotated in accordance with the rotated coordinate
axes. This, however, would be inconsistent with the implicit assumption made by the
iconremap tool, where the local basis vectors always point into zonal and meridional di-
rections. Therefore, before the remapping tool can be applied, it is necessary to rotate any
vector quantities into the zonal/meridional geographical reference system. Please see also
the discussion on ICON’s native interpolation onto lat-lon grids in Section 7.1.3.

ﬁ Note on IFS wvertical coordinate: During the initialization phase of ICON,
' the 3D height coordinate field for IFS input data is derived from three fields:
the surface geopotential, the surface pressure and the virtual temperature on
model levels. As some IFS fields use orography in transformed space and some
do not, it is important to choose consistent fields. The MARS script provided
with the ICON code usually retrieves the lowermost level of the 3D geopoten-
tial GEOP_ML (FI in IFS naming), and the logarithm of the surface pressure
LNPS (LNSP in IF'S naming). Alternatively, GEOP_SFC (Z in IFS naming) might
also be used to create the 3D vertical height field, but this requires the usage
of PS instead of LNPS, in order to be consistent.

When using IFS data for surface initialization, GEOP_SFC must be available
for topography-dependent corrections of the soil temperatures. As a fallback,
GEOP_ML can be used instead of GEOP_SFC.

ICON does not perform any cross checks for this. The best way is to provide
GEOP_ML and GEOP_SFC together with LNPS to ICON.

2.2.3. Remapping Initial Data to Your Target Grid

Often it is desirable to run ICON at horizontal resolutions which differ from those of
the available initial data. Common examples are high-resolution limited area runs, which
start from operational ICON analysis, or the initialization from IFS analysis, which is
provided on a lat-lon grid (see Section 2.2.2). In these cases horizontal remapping of the
initial data is necessary. Note that there is no need for vertical interpolation as a separate
pre-processing step. The ICON model itself will take care of the interpolation onto the
model levels, assumed that the user has provided the height level field HHL and set the
appropriate namelist options (see the namelist parameter init_mode).
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We shortly describe the basic steps of remapping: After the successful download, the
analysis data must be interpolated from a regular or triangular grid onto the ICON target
grid. To this end, the iconremap utility from the DWD ICON Tools will be used in batch
mode.

A typical namelist for processing initial data has the following structure:

&remap_nml
in_grid_filename INPUT_GRID_FILENAME
in_filename INPUT_FILENAME_GRB
in_type = ! 1: regular grid, 2: ICON grid
out_grid_filename ICON_GRIDFILE
out_filename OUTPUT_FILENAME_NC
out_type =2 ! ICON grid
out_filetype =4 ! NetCDF format
/

! DEFINITIONS FOR INPUT DATA
]

&input_field_nml ! temperature

inputname = "T"
outputname = "T"

/

&input_field_nml ! horiz. wind comp. U
inputname = "g"
outputname = "g"

/

&input_field nml ! horiz. wind comp. V
inputname = "y"
outputname = "y"

/

For each of the variables to be remapped, the script must contain a namelist
input_field_nml which specifies details of the interpolation methods and the output
name. In this example, the 3D temperature field T and the horizontal wind components U,
V are remapped from a regular grid onto a triangular ICON grid®. Variables are usually
accessed through their name (character string), but note that for GRIB1 input data the
correct field parameter must be provided with the namelist parameter code.

ﬁ Multiple time steps in data file: The remap tool can process files only if they

contain a single time step. Furthermore, the tool requires that GRIB records
corresponding to a particular variable are stored in contiguous sections. Third,
the remapping process fails, if GRIB records are not ordered with respect to
levels.

3Note that in this example, the GRIB2 input data file also contains the specification of the input grid.
Therefore the two namelist parameters INPUT GRID_FILENAME and INPUT_ FILENAME_GRB are identical!
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ﬁ Submitting jobs to the DWD system: ICONREMAP binaries that are pre-
compiled for use on the rcl.dwd.de should be submitted without MPI. If the
subdomain is large, the request may have to be sent to rc_big with increased
memsz setting.

An alternative pre-compiled binary for remapping (but not subsetting) with
MPI is available here:

/hpc/rhome/forO0adm/nwp/x86_vh/util/bin/iconremap

This binary should be submitted with mpiexec -vh -np 4, to the sx_norm
queue.
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A detailed documentation of the ICON remap command-line options and namelist param-
eters can be found under dwd_icon_tools/doc/icontools_doc.pdf, i.e. Prill (2020). If
the DWD ICON tools fail and if the cause of the error does not become clear from the
error message, you may increase the output verbosity by setting the command-line options
-v, —Vv, VvV etc.

For both, DWD analysis data and ECMWF IFS data, the DWD ICON Tools contain exam-
ple scripts which generate the required namelists (i.e. remap_nml and input_field_nml).
These scripts are

DWD initial data:
dwd_icon_tools/example/runscripts/create_ic_dwd2icon

IFS initial data:
dwd_icon_tools/example/runscripts/create_ic_ifs2icon

The scripts contains a machine dependent batch system header and job launch command
which must be adapted to the respective target platform.

Some comments are in order for particular data fields:

Soil Moisture Fields SMI1, SMI2, SMI3, SMI4. In accordance with the remark in Sec-
tion 2.2.2, care must be taken to properly rename the fields SWVLz to SMIz in the case
that 7external” IFS analysis files are remapped. An example namelist input_field_nml
is given below:

&input_field_nml ! soil moisture index layer 1
inputname = "SWVL1"

outputname = "SMIL1"

/

Wind fields. For the wind fields, the standard remapping would interpolate the samples
from each component U, V separately. This approach has been chosen in the example script
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above. However, the standard method completely decouples the components of the vector
fields. It does not take into account the fact that it is a vector-field tangent to the sphere.

Therefore the ICON Tools are also capable of interpolating the edge-normal wind compo-
nents v,. See the ICON Tools namelist documentation regarding the interpolation U, V
<> vp. A special namelist parameter (RBF shape parameter, see Section 7.1.2) must be
set for this vector field interpolation with radial basis functions.

Soil water content W_S0. The soil water content W_S0 is the prognostic soil moisture
variable of ICON. ICON is able to read in either W_SO or SMI, with the latter being
converted automatically to W_S0 during the initialization phase.

If soil moisture fields need to be remapped, it is strongly recommended to remap SMI
instead of W_S0. Remapping of W_S0 might lead to nonphysical soil water contents, which
is related to the fact that the soil types of the source and target grid points might well
differ.

If SMI is unavailable! in the initial data, it can be diagnosed from W_S0 prior to the remap-
ping step with the help of a small Fortran program named smi_w_so.£90. It ships with the
ICON code and can be found in the subdirectory icon/scripts/postprocessing/tools.
Note that smi_w_so.f90 requires the soil type field SOILTYP as additional input. It can
be extracted from the external parameter file matching the source grid (see Section 2.4)
and must then be concatenated with the file containing W_S0.

Masking of surface fields When remapping, it is possible to make use of the land sea
mask information of the source grid (var_in_mask="FR_LAND" in input_field_nml) in
order to mask out specific points. This can be particularly useful when remapping surface
fields. In the example below we mask out water points so that only land points contribute
to the interpolation stencil for soil moisture.

&input_field_nml ! soil moisture index layer 1

inputname = "SWVL1"

outputname = "SMIL1"

var_in_mask = "FR_LAND" ! field to be used for masking

in_mask_threshold = 0.5 ! threshold for masking values of input grid
in_mask_below = .TRUE. ! values <= mask_theshold are masked on input grid
/

This feature, however, should be used with caution, as it can lead to uninitialized points
(missing values) on the target grid. It might happen that isolated land points on the target
grid, e.g. small islands, do not have a counterpart on the source grid, which then leads to
a zero-sized interpolation stencil. In general, masking and the occurrence of missing values
in iconremap is based on four mechanisms:

!Starting from 2018-03-14 (2018-07-11), DWD'’s operational forecast products contain the soil moisture
index SMI on the EU domain (global domain) (vv=0 output, initialized analysis).
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2.3 Boundary Data Preparation for ICON-LAM

1. First, input data may contain missing values already from the beginning. These are
removed for (cell-based) data fields from the interpolation stencils, e. g., of the RBF
interpolation. Of course, an interpolation stencil can not only shrink by this process,
but even disappear, especially the trivial 1-point stencil of the nearest-neighbor in-
terpolation. As mentioned above, a missing value is also created at the target point
in this case.

2. Second, the user can specify masking of the input data, based on a separate data
field. There are several namelist parameters for this purpose:
The option var_in_mask (input_field_nml) specifies the name of a 2D variable
in the input file. This field is then evaluated cell by cell according to a threshold
criterion specified by the threshold in_mask_threshold (input_field_nml) and
the LOGICAL flag in_mask_below (input_field_nml).

3. Third, masking can also be specified for the output grid, for example to set missing
values on water points that did not exist in the source grid. For this purpose there
are the following namelist parameters:

e The out_mask_filename (remap_nml) namelist parameter allows to read a sep-
arate file containing the land-sea mask.

e Similar to var_in_mask, a 2D field var_out_mask (input_field_nml) is
evaluated cell-by-cell according to a threshold criterion specified by the
threshold out_mask_threshold (input_field_nml) and the LOGICAL flag
out_mask_below (input_field_nml).

4. A final, special type of masking occurs when the iconremap target area is not con-
tained in the (regionally bounded) source grid, but extends beyond its boundaries.
Here there is a switch linside_domain_test (remap_nml) test, which performs an
appropriate test.

2.3. Boundary Data Preparation for ICON-LAM

When running ICON in limited area mode (LAM), lateral boundary conditions must
be provided. In real case applications these are time dependent and must be updated
periodically by reading input files. To this end, forecast or analysis data sets from a
driving model may be used which, however, need to be interpolated horizontally to the
ICON grid first.

In this section we briefly describe the process of generating these lateral boundary condi-
tions (LBCs). Again, the basic pre-processing steps for ICON are visualized in Figure 2.10,
where the additional pre-processing of boundary data constitutes the main difference to
Figure 2.7.

Boundary Data Retrieval
The raw data files which are intended to be used as LBCs must contain one of the sets of

variables depicted in Figure 2.11, on either a triangular ICON grid, or a regular latitude-
longitude grid.

47

(0o}
i
C
o
o=
=
Q
=
N




ICON Model Tutorial

- - Driving Model / Data Assimilation - ----- -

1

1

! . . e

! forecast/analysis initial data
1

1

;- Grid Generator - = LatBCData Preprocessing IniData Preprocessing
! S e, .
i local grid R i boundary : R .
N e K g TR L S T
5 : ....................
§e] i
= 1 >
-+ ' 3 —
' @ _§ @ O
O : g% £%
2 :
()] '
'
i external
]
' parameters >
1
1
M

Figure 2.10.: Basic pre-processing steps for ICON-LAM (compare to Fig. 2.7). The grid
generation process and the external parameters are described in the Sec-
tions 2.1 and 2.4. The initial data processing is covered by Section 2.2.3.
Finally, the lateral boundary data (LatBCData) pre-processing, which ex-
tracts the boundary data, is described in Section 2.3. This pre-processing
step is necessary for the limited area mode ICON-LAM.

The fact that different sets of variables can be used provides some flexibility in terms of
the driving model. As indicated in Figure 2.11, sets I to III are typical for ICON, COSMO
and IFS, respectively.

ﬁ Important note: The 3D field HHL (geometric height of model half levels above
mean sea level) is constant data. It needs only be contained in the raw data

file whose validity date matches the envisaged model start date. In case of set
III (IFS) the field HHL is computed by ICON during read-in.

In situations where the user forgets to provide the HHL field, the ICON model
aborts with a non-intuitive error. ICON complains that geopotential is miss-
ing, when in fact the HHL variable is missing. The details for this behavior
are explained in Section 6.4: ICON follows a “decision tree” to deduce the
contents of the input data. When HHL is missing in the data set, the model
initialization assumes a pressure based coordinate system.

Similar to the retrieval of initial conditions in Section 2.2.1, it also possible to download
lateral boundary data from the DWD database.
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2.3 Boundary Data Preparation for ICON-LAM

Set I (e.g. ICON)
u,v
or . W, THETA_V, DEN, QV, QC, QI, OR, QS, HHL
VN
Set II (e.g. COSMO)
u v, W T, P, Qv, QC, QI, OR, QS, HHL
Set III (e.g. IFS)
U, V, OMEGA, T, LNSP, QV, QC, QI, OR, 0S, FI

Figure 2.11.: Sets of variables that may serve as lateral boundary conditions for ICON-
LAM, with examples of driving models given in brackets. Optional fields
are marked in gray. Blending of the sets is not allowed. In case of IFS
please see Table 2.2 for the requested internal ICON names to which these
GRIB2 short names must be mapped. LNSP denotes the logarithm of the
surface pressure, and FI is the surface geopotential.
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Lateral boundary conditions from deterministic ICON forecasts
The following PAMORE command retrieves lateral boundary conditions from
DWD’s forecast database category:

pamore -d date -hstart hh -hstop hh -hinc hh -model xx -ilam_boundary

Use -model iglo, for retrieving global 13 km forecast data, -model ieu for 6.5 km
forecast data on the ICON-EU domain, and -model ilam for 2.1 km forecast data
on the ICON-D2 domain®. The meaning of the remaining command line arguments
is as follows:

e -d date
specifies the start date in the format YYYYMMddhh

e -hstart hh -hstop hh
specifies the requested time range in hours

e -hinc hh
specifies the temporal resolution (increments) in hours

e —-ilam_boundary
enables the variable set II (see Fig. 2.11) for lateral boundary conditions.

Example: The following example retrieves lateral boundary conditions from the
ICON-EU domain for a time range of 36 hours and a temporal resolution of 2 hours,
starting at 2020092212:

pamore -d 2020092212 -hstart O -hstop 36 -hinc 2 -model ieu -ilam_boundary

4If you run into problems, the command pamore -d date -model ilam -iles_boundary might serve as
a fallback option for ICON-D2 boundary data.
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ﬁ Important note: Please note that ICON forecast data have an expiration date.
' They are deleted from DWD’s data base after 18 months. If you are interested
in lateral boundary data which date back longer than 18 months, please use
the following PAMORE command:

Lateral boundary conditions from ICON’s assimilation cycle
The following PAMORE command retrieves lateral boundary conditions from
DWD’s assimilation database category:

pamore -d date -hstart hh -hstop hh -model xx -hindcast_ilam

Use -model iglo, for retrieving global 13 km forecast data, -model ieu for 6.5km
forecast data on the ICON-EU domain, and -model ilam for 2.1 km forecast data on
the ICON-D2 domain. Similar to the previous PAMORE command, the parameter
-hindcast_ilam enables set II (see Fig. 2.11) for lateral boundary conditions. It
extracts the data from the assimilation database category, for which there exists no
expiration date. The command line argument -hinc is not applicable in this case.
The temporal resolution is pre-set to 1 hour.
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Example: The following example retrieves lateral boundary conditions from the
global domain for a time range of 48 hours and a temporal resolution of 1 hour,
starting at 2017092200:

pamore -d 2017092200 -hstart O -hstop 48 -model iglo -hindcast_ilam

In particular the above example extracts the 1h, 2h, 3h forecast data from consec-
utive first guess runs (which are launched every 3 hours in the global assimilation
cycle), starting at 2017092200. The final product consists of hourly lateral boundary
data spanning the time range [2017092200, 2017092400].

This PAMORE command is particularly useful, if the user wants to perform so called
hindcast experiments.

ICON-LAM Pre-Processing Script

Here we describe the individual steps of the interpolation onto the boundary zone of a
limited area grid. This sequence is carried out, for example, in the practical exercises of
the ICON Workshop. However, it can also be found summarized in an example script
of the DWD ICON tools, namely the run script create_lbc_dwd2icon in the directory
dwd_icon_tools/icontools, which processes a whole directory of raw data files (hereafter
referred to as the script variable “DATADIR”). The create_lbc_dwd2icon script can be
submitted to the PBS batch system of DWD’s NEC SX-Aurora. In order to run it on other
machines, the batch system header and mpirun command must be adapted accordingly.

The output files are written to the directory specified in the variable OUTDIR. The input
files are read from DATADIR, therefore this directory should not contain other files and
should not be identical to the output folder.
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2.3 Boundary Data Preparation for ICON-LAM

The second necessary input besides the directory names DATADIR and OUTDIR are the grid
file names. For the mapping procedure that is described in the following two sections, these
are specified by

INGRID="14input_grid_file" # file name of input grid
LOCALGRID="gr%id_file.nc" # file name of limited-area (output) grid

Step 1: Extract Boundary Region from the Local Grid File

In the first pre-processing step for ICON-LAM we create an auxiliary grid file which
contains only the cells of the boundary zone. This step needs to be performed only once
before generating the boundary data.
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g Important note: Note that this step is not allowed if vertical boundary nudg-
' ing is used in addition to lateral boundary nudging. This corresponds to the
namelist parameter setting nudge_type=1 (namelist nudging_nml). In this
case, boundary data must be provided for the entire local (limited-area) grid,
rather than for a boundary strip only, see Section 6.2.

We use the iconsub program from the collection of ICON Tools, see Section 1.3, with the
following namelist:

&iconsub_nml
grid_filename "${LOCALGRID}",
output_type = 4,

luwrite_grid = .TRUE.,
/
&subarea_nml
ORDER = "${0UTDIR}/grid_file_lbc.nc",
grf_info_file = "${LOCALGRID}",
min_refin c_ctrl =1
max_refin_c_ctrl = 14
/

Running the iconsub tool creates a grid file grid_file_lbc.nc for the boundary strip.
The cells in this boundary zone are identified by their index in a special meta-data field,
the refin_c_ctrl index, e.g. refin_c_ctrl = 1,...,14, see Figure 2.12.

The width of the extracted boundary strip in terms of cell rows is specified by the namelist
parameters min_refin_c_ctrl and max_refin_c_ctrl. The maximum allowed value for
max_refin_c_ctrl is given by max(refin_c_ctrl) == bdy_indexing_depth, i.e. the
boundary indexing depth that has been chosen when generating the limited area grid (see
Section 2.1.5). The width of the extracted boundary strip must be equal or larger than the
width of the lateral nudging zone in the limited-area run for which it is foreseen. A safe
setting would be max_refin_c_ctrl = max(refin_c_ctrl), as used in this example.
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Figure 2.12.: Illustration of the ICON-LAM boundary zone. The cells are identified by
their refin_c_ctrl index, e.g. refin_c_ctrl = 1,...,14.

g Reference to the original grid:  For a given boundary region file
grid_file_lbc.nc the question may arise, which original grid was used for

its creation. This is analogous to the explanation in Section 2.1.8: The bound-
ary region files contain a link to the original grid file in the form of a unique

fingerprint wuid0f0riginalHGrid.

Step 2: Creating Boundary Data

Any of the data sources explained in the Sections 2.2.1 and 2.2.2 can be chosen for the
extraction of boundary data. To be more precise, boundary data originating from ICON,
IFS, and COSMO have successfully been used. Data sets from other global or regional
models may work as well, but have not been tested yet.

We define the following namelist for the iconremap program from the collection of ICON
Tools. This happens automatically in our ICON-LAM pre-processing script:

&remap_nml
in_grid_filename = "${INGRID}"
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2.4 External Parameter Files

in_filename
in_type
out_grid_filename
out_filename
out_type
out_filetype

"input_data_file"

2
"${OUTDIR}/grid_file_lbc.nc"
"${0UTDIR}/data_file_lbc.nc"
2

4

/

For the usual case that the directory ${DATADIR} contains several input files at once, they
must be processed one after the other. So for the parameter in_filename the name of each
raw data file is used successively. With respect to the output filename data_file_lbc.nc
it is a good idea to follow a consistent naming convention. See Section 6.4.1 on the corre-
sponding namelist setup of the ICON model.

The parameters in_type=2 and out_type=2 specify that both grids correspond to triangu-
lar ICON meshes (in_grid_filename and out_grid_filename). Additionally, a namelist
input_field_nml is appended for each of the pre-processed variables.

Note that the input_data_file must contain only a single time step when running the
iconremap tool. The iconremap tool therefore must be executed repeatedly in order to
process the whole list of boundary data samples.

After the specification of the filenames, the remapping parameters for all variables of the
Set I in Fig. 2.11 are defined. Regarding the HHL field an additional remark is in order:
Since this variable needs only be contained in the raw data file whose validity date matches
the envisaged model start date (see the remark in Section 2.3), we set this field as optional:

&input_field_nml

inputname = "HHL"
outputname = "z_ifc"
intp_method =3
loptional = .TRUE.
/

The fully assembled namelist can then be used to call the iconremap interpolation tool.

In this context the following technical detail may considerably speed up the pre-processing:
The iconremap tool allows to store and load interpolation weights to and from a NetCDF
file. When setting the namelist parameter ncstorage_file (character string) in the
iconremap namelist remap_nml, the remapping weights are loaded from a file with this
name. If this file does not exist, the weights are created from scratch and then stored for
later use. Note that for MPI-parallel runs of the iconremap tool multiple files are created.
Re-runs require exactly the same number of processes.

2.4. External Parameter Files

External parameter fields describe properties of the Earth’s surface and atmosphere, which
can be assumed to be invariant during the course of a typical NWP forecast (i.e. a couple
of days). Examples are the topography, the land-sea mask, the soil type and atmospheric
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aerosols. Most of the fields are constant in time while some are available on a monthly
basis in order to represent the seasonal cycle. They are read by the model during startup.
The full list of external parameter fields is given in Table 2.3.

Table 2.3.: External parameter fields which are requested by ICON during startup (in
alphabetical order). Fields marked in blue are not read by ICON in opera-
tional NWP runs. In general they are only requested, if the respective depicted

N namelist parameter is set.
S —
L] shortName Description
E" AER SS12 Sea salt aerosol climatology (monthly mean)
) irad_aero=6,9 (namelist radiation_nml)
'9_3'_ AER_DUST12 Total soil dust aerosol climatology (monthly mean)
Q irad_aero=6,9 (namelist radiation_nml)
AER_ORGI12 Organic aerosol climatology (monthly mean)
irad_aero=6,9 (namelist radiation_nml)
AER_S0412 Total sulfate aerosol climatology (monthly mean)
irad_aero=6,9 (namelist radiation_nml)
AER_BC12 Black carbon aerosol climatology (monthly mean)
irad_aero=6,9 (namelist radiation_nml)
ALB_DIF12 Shortwave (0.3 — 5.0 um) albedo for diffuse radiation (monthly mean)
albedo_type=2 (namelist radiation_nml)
ALB UV12 UV-visible (0.3 — 0.7 um) albedo for diffuse radiation (monthly mean)
albedo_type=2 (namelist radiation_nml)
ALB_NT12 Near infrared (0.7 — 5.0 pm) albedo for diffuse radiation (monthly mean)
albedo_type=2 (namelist radiation_nml)
DEPTH LK Lake depth
EMIS_RAD Surface longwave (thermal) emissivity
itype_lwemiss=1 (namelist extpar_nml)
EMISS Surface longwave (thermal) emissivity derived from satellite measure-
ments (monthly mean)
itype_lwemiss=2 (namelist extpar_nml)
FOR D Fraction of deciduous forest
ntiles=1 (namelist 1nd_nml)
FOR_E Fraction of evergreen forest
ntiles=1 (namelist 1nd_nml)
FR_LAKE Lake fraction (fresh water)
FR_LAND Land fraction (excluding lake fraction but including glacier fraction)
FR_LUC Land-use class fraction
HSURF Topographic height at cell centers
LAT MX Leaf area index in the vegetation phase
ntiles=1 (namelist 1nd_nml)
NDVI_MAX Normalized differential vegetation index
NDVI_MRAT Proportion of monthly mean NDVTI to yearly maximum (monthly mean)
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Table 2.3.: Continued from previous page

PLCOV_MX Plant covering degree in the vegetation phase
ntiles=1 (namelist 1nd_nml)

ROOTDP Root depth
ntiles=1 (namelist 1nd_nml)

RSMIN Minimum stomatal resistance
ntiles=1 (namelist 1nd_nml)

SOILTYP Soil type

SSO_STDH Standard deviation of sub-grid scale orographic height

SSO_THETA Principal axis-angle of sub-grid scale orography

SSO_GAMMA Horizontal anisotropy of sub-grid scale orography

SSO_SIGMA Average slope of sub-grid scale orography

T 2M CL Climatological 2m temperature (serves as lower boundary condition for

soil model)

T 2M_CLIM Climatological 2m temperature (monthly mean)
itype_vegetation_cycle>1 (namelist extpar_nml)

TOPO__CLIM Interpolated topographic height for T 2M_CLIM data
itype_vegetation_cycle>1 (namelist extpar_nml)

T_SEA Sea surface temperature climatology (monthly mean)
sstice_mode=2 (namelist 1nd_nml)

70 Surface roughness length (over land), containing a contribution from

subgrid-scale orography
itype_z0=1 (namelist nwp_phy_nml)

2.4.1. ExtPar Software

The ExtPar software (ExtPar — External Parameters for numerical weather prediction
and climate application) is able to generate external parameters for the different models
GME, COSMO, HRM and ICON. Experienced users can run ExtPar on UNIX or Linux
systems to transform raw data from various sources into domain-specific data files. For
ICON, ExtPar will output the fields given in Table 2.3 in the NetCDF file format and
GRIB2 on the native triangular grid. For a more detailed overview of ExtPar, the reader
is referred to the User and Implementation Guide of ExtPar, Asensio and Messmer (2014),
and, additionally Smiatek et al. (2008, 2016).

The ExtPar pre-processor is a COSMO software and not part of the ICON training course
release. Still, the ExtPar tool can be accessed via the ICON grid generator web service
(see Section 2.1.6). Similar as for the grid files, for fixed domain sizes and resolutions some
external parameter files for the ICON model are available for download via

http://icon-downloads.mpimet.mpg.de
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The generation of the data represents a resource-intensive process. At the moment, it is
not possible to generate the Extpar file for R2B10 grid at DWD on the rcl.dwd.de.

2.4.2. Topography Information

Among various other fields, the external parameter files provide topography information,
see Table 2.3. The HSURF dataset contains the geometric height of the earths surface above
sea level (unit: m), where the raw data of the terrain model used (GLOBE, ASTER) is
aggregated over the grid box/triangle and the aggregated value is assigned to the triangle
center point. Therefore, HSURF is not identical to the specific mean sea level height of the
point lying under the center of the triangle or the maximum altitude of the area lying
under the triangle (as e.g. in aeronautical charts).

Besides, please note the following remark: The topography contained in the ExtPar data
files is in general not identical to the topography data which is used by the model. This
is because at start-up, after reading the ExtPar data, the topography field is optionally
filtered by a smoothing operator (n_iter_smooth_topo >0 in extpar_nml). Therefore,
for post-processing purposes it is necessary to specify and use the topography height
topography_c (GRIB2 short name HSURF) from the model output (cf. Section 7 and
Appendix B). The same applies to the fields DEPTH_LK, FR_LAND, FR_LAKE, and Z0, which
are unconditionally modified by ICON.

2.4.3. Additional Information for Surface Tiles

ExtPar data files are available for download with and without additional information for
surface tiles. See Section 3.8.11 for details on the tile approach.

ExtPar files suitable for the tile approach are indicated by the suffix _tiles. They are also
applicable when running the model without tiles. ExtPar files without the suffix “_tiles”,
however, must only be used when running the model without tiles (ntiles = 1, namelist
1nd_nml).

The data files do not differ in the number or type of fields, but rather in the way some fields
are defined near coastal regions. Without the _tiles suffix, various surface parameters
(e.g. SOILTYP, NDVI_MAX) are only defined at so-called dominant land points, i.e. at grid
elements where the land fraction exceeds 50%. With the _tiles suffix, however, these
parameters are additionally defined at cells where the land fraction is below 50%. By this,
we allow for mixed water-land points. The same holds for the lake depth (DEPTH_LK) which
is required by the lake parameterization scheme FLake. For files without the _tiles suffix,
DEPTH_LK is only defined at dominant lake points.
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2.4 External Parameter Files

2.4.4. Parameter Files for Radiation

In addition to the ExtPar fields, input fields for radiation are loaded into the ICON model.
These constants fields are distributed together with the model code.

ecRad

Input files for the ecRad radiation scheme are located in the folder
icon/externals/ecrad/data. The correct folder path must be passed to ICON via
the ICON namelist parameter ecrad_data_path in the namelist radiation_nml.

RRTM

Input files for the RRTM radiation scheme are located in the folder icon/data. The RRTM
scheme is ICON’s old implementation variant for radiation and is rarely used anymore.

rrtmg_lw.nc
parameters for radiative transfer calculation used for the underlying RRTMG algo-
rithm, thermal radiation.

ECHAM6_C1d0OptProps.nc
Cloud optical properties for liquid clouds at 30 wavelengths used for the underlying
RRTMG algorithm.

On default, ICON expects the RRTMG parameter files to be named as above. Renaming
is possible, however the modified name must then be passed into ICON via the namelist
parameters lrtm_filename and cldopt_filename in the namelist nwp_phy_nml.
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3. Model Description

Before I came here I was confused
about this subject. Having listened to
your lecture I am still confused. But
on a higher level.

Enrico Fermi

This chapter is devoted to a summary of ICON’s model structure. The principal compo-
nents are illustrated in Fig. 3.1:

Dynamics The centerpiece of the numerical weather prediction system is
the dynamical core, which integrates the discrete equations for
fluid motion forward in time. ICON’s dycore will be shortly de-
scribed in Sections 3.1-3.5.

Tracer Advection The dynamical core is followed by the numerical advection
scheme, e.g. for humidity and cloud water. Section 3.6 focuses
on the different methods available in ICON.

Physics The former components are then coupled to parameterizations
for processes such as convection that occur on scales too small
to be resolved directly. We present a comprehensive overview of
the physics parameterizations (NWP-mode) in Sections 3.7-3.8.
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Finally, the chapter is concluded with the discussion of variable resolution modeling.
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Figure 3.1.: ICON’s model structure. This flow chart will be revisited in detail in Fig. 3.8.
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3.1. Governing Equations

The equation system of the ICON model is based upon the prognostic variables suggested
by Gassmann and Herzog (2008). It describes a two-component system consisting of dry
air and water, where water is allowed to occur in all three phases, including precipitating
drops and ice particles.

As described in Wacker and Herbert (2003), an equation set for the mixture can be derived
by first introducing a reference velocity into the governing equations. The equations for
momentum, mass and energy of the mixture, as given below, are then formed as a sum of
the constituent-specific equation sets. The specific form of the governing equations for the
mixture depends on the choice of the reference velocity.

Here we have chosen the barycentric velocity as reference velocity. It is defined as

_ Zk PEVE
Zk Pk

with the partial density pp of constituent k and its advective velocity vg. For simplicity,
v, will be denoted as v in the following.

Uy

In order to separate turbulent fluctuations from the mean flow, a density weighted av-
eraging (known as Hesselberg averaging) is applied. Every field ¢ is decomposed into a
density-weighted mean and a deviation (Hesselberg, 1925)

p=0+¢",
with

b =

>R

and subsequent averaging. ¢ denotes the classical Reynolds average. More details on
density-weighted average calculus can be found e.g. in Zdunkowski and Bott (2003).

The basic Hesselberg-averaged equation system, including the shallow atmosphere approx-
imations, reads as follows

83_? + aa_% +(+ o+ @% - _de@% ~ ) oy
%f + ) - Vi + @g—f = _deav% —g (3.2)
g, oy = e B = GV - (90,) +Q (33)

% +V-(p8) =Y 7™ (3.4)

T 9 (09) =~V - (Teke+ pafo7) 40 (39
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3.1 Governing Equations

Prognostic equations are solved for the horizontal velocity component normal to the tri-
angle edges U, (3.1), the vertical wind component @ (3.2), virtual potential temperature
0, (3.3), the total density of the air mixture p (3.4), with

and mass fractions (3.5)
@k = Pr/D (3.7)

with the exception of the dry air mass fraction ¢4, which is diagnostic. The index k €
{d,v,c,i,7,s,g} represents a specific constituent of the mixture. We use

k=d for dry air,

k=wv for water vapor,
k=c for cloud water,
k=1 for cloud ice,
k=r for rain,

k=s for snow, and

k=g for graupel.

Further explanation of symbols and variables is given in Table 3.1. Note that the corre-
sponding data structures containing the physics and dynamics variables are outlined in
Section 9.2.

The equation system (3.1)—(3.5) is supplemented by the lower boundary conditions

Ev - kaec §k|s

D]y = — — (3.8)
T Pls = Xy Prls
Ey —ppils, ifk=v
72\5 = —ﬁk{t}\s, if £ = non-prec. constituent

—Skls, if k = prec. constituent
and the equation of state
p=RypT(1+a),
with
R ~ ~
a= <RZ—1> QU_Zk#uqu'
When expressed in terms of the prognostic variables, the equation of state reads

o\ ERa
79’0 Cvd
7= <de ) (3.9)
Poo

In contrast to the original formulation by Gassmann and Herzog (2008), we make use of
the two-dimensional rather than the three-dimensional Lamb transformation to convert
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ICON Model Tutorial

Table 3.1.: Explanation of symbols in the model equations

Symbol Description
% horizontal derivative in edge-normal direction
Ky, =0.5 (02 +7v7) horizontal component of the kinetic energy
¢ =(V xv)-k  vertical component of relative vorticity
f = 2Qsin ¢ Coriolis parameter
T Exner function
Cpd, Cod specific heat capacity for dry air at constant

pressure/volume

turbulent momentum fluxes
acceleration of gravity
diabatic heat source

= pp (W —w)  vertical diffusion flux for constituent k

| g
A H Ol = =

internal conversion rate for kth constituent (i.e.
conversion among different phases or particle

forms)
o internal conversion rate for kth constituent due
to convection only
pqpv” turbulent flux of kth partial mass fraction
E, = pq'v’|s surface evaporation flux
Sk = ﬁ?jki)\g sedimentation flux of kth constituent
o terminal fall velocity of kth constituent

the nonlinear momentum advection term into a vector-invariant form. Vector-invariant
means that no gradients of vectors appear in this equation, which avoids derivatives of
the coordinate basis that would otherwise arise in an arbitrary coordinate frame from the
nonlinear momentum advection term.

Note that we do not explicitly solve a prognostic equation for the density of dry air. From
Equation (3.6) it becomes clear that the partial density of one constituent (here p;) can
be diagnosed, given that a prognostic equation for the total density and all but one partial
densities is solved. The reconstructed tangential velocity component is denoted as v;, and
in accordance with the model code, it is assumed here that (v, U, @) form a right-handed
System.

From the Equations (3.4), (3.5) for total density and partial densities some important
constraints can be derived which must hold in the discretized analogue in order to achieve

mass conservation. First of all, the total density is defined as the sum of all partial densities,
as shown by Eq. (3.6). From Eq. (3.7) it follows that

Zk@c:l-
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3.2 The Model Reference State

Likewise, the prognostic equation for total density (3.4) should be obtained by summing
the budget equations (3.5) of all constituents. As a consequence the following constraints
hold:

ijk =0, kaq,’év”zo.

3.2. The Model Reference State

Dynamics in the atmosphere are characterized by small variations of thermodynamic quan-
tities with respect to some background state. Therefore, like many other modeling frame-
works, ICON makes use of an atmospheric reference state, i.e. the thermodynamic vari-
ables are defined as the sum of a reference state and a deviation from that. The reference
state is assumed to be at rest and horizontally homogeneous, constant in time, dry and
hydrostatically balanced.

Any grid-scale thermodynamic variable @E can then be written as

o~

11Z}()\? qb’ Z? t) = 17Z}0(Z) + /ll}/()\’ qb? Z? t) °

The suffix 0 denotes the reference state while the prime denotes the grid-scale deviation.
Thus, for the prognostic thermodynamic variables one gets

|

()\7¢727t) :PO(Z) + pl(Aa(baz?t)
A, b, 2,t) =mo(2) + 7\ ,2,1)

v(>‘7¢727t) = OUO(Z) + 07{)()\’¢)7Z7t)'

> 3

)

The background state components pg, 7o, and 6, are related by the equation of state (3.9)
and are hydrostatically balanced, i.e.

R

Ry
_ (de00v0> Cud
m=|—
Poo
dmo g
- _ 1
dz cpatho (3.10)

The actual vertical reference profiles can be obtained by integration of Eq. (3.10) given
that suitable boundary values are provided. The reference state in ICON is identical to
the state used by the COSMO model.

In a global model like ICON, the local deviation from such a horizontally homogeneous
state can be quite substantial. Therefore, no attempt is made to linearize any part of the
governing equations with regard to this reference state as it is done in models based on the
anelastic assumption. Instead, the main effect of introducing a reference state in a global
nonhydrostatic model like ICON is the removal of horizontal base-state pressure gradient
terms in the equation of motion, i.e.

o7 on'

deev% = deev% .
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ICON Model Tutorial

This reduces the computational error in the calculation of the pressure gradient force in
case of sloping coordinate surfaces. Having said that, this effect is of minor importance for
ICON, as by default the horizontal pressure gradient is evaluated truly horizontal along
surfaces of constant height, rather than in terrain-following coordinates, along sloping
coordinate surfaces (Zangl, 2012).

Changing the discretization of the horizontal pressure gradient is possible with the namelist
switch igradp_method (nonhydrostatic_nml), but not recommended. Nevertheless, the
reference state is still of some use for [ICON. In the standard configuration of ICON, explicit
use of the reference state is made when computing the advective horizontal fluxes for p
and 6,.

With the base state at hand, the vertical acceleration due to the pressure gradient and
gravity in Eq. (3.2) is rewritten as

~ O 0 (mo+ ')
—Cpdby 5 9= —Cpd (Hvo + 0’) a0
or’ dm dm
— —de <0 8 9/ d 0) — degv()dizo - g
(3;0)_% <9 %ﬂ o (Zm)

The vertical momentum equation finally reads

ow ow o' dmo
8 +’Uh Vw—i—wa— —de<9 a 9 v iz >

The perturbation fields 7’ and 6;, are obtained from the predicted full fields and reference
fields via 9’ = ¢ — 1)g.

3.3. Simplifying Assumptions in the Recent Model Version

The recent model version does not account for mass loss/gain due to precipita-
tion/evaporation. In particular, the following assumptions are made:

The term ), 73" on the r.h.s. of Eq. (3.4), which describes the net mass tendency of the
convection parameterization, is neglected. Thus the model neither accounts for mass loss
due to convective precipitation, nor mass re-distribution due to convective motions. The
mass continuity equation takes the form

dp

5 TV (p0) =0. (3.11)

At the surface, the boundary condition for w, Eq. (3.8), is approximated as

pils =) Priirls =0, (3.12)

which in terrain-following coordinates translates to pw|s = pv - Vh. h denotes the topog-
raphy height. Thus, the simulated atmospheric system is assumed to be closed w.r.t. total
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3.4 Vertical Coordinates

mass. The sedimentation fluxes at the surface Si|s as well as the surface evaporation flux
E,|s, which appear in the partial mass continuity equations, are retained. In order for
Eq. (3.12) to hold, the (implicit) assumption is that the corresponding mass loss/gain
due to sedimentation/evaporation is compensated by a fictitious flux of dry air across the
surface.

Away from the surface, the diffusion fluxes of all airborne constituents (except for dry
air) are neglected. The diffusive fluxes of all precipitating constituents, however, are taken
into account. The continuity equation for the total mass is used in the form (3.11). Since
Eq. (3.11) only holds if the constraint >, J; = 0 holds, again, the (implicit) assumption
made is that a fictitious diffusion flux of dry air counteracts the sedimentation fluxes such
that the total mass in a volume moving with the barycentric velocity is conserved.

In summary, the simplifying assumptions can be characterized by the following (equivalent)
statements:

e The current model version conserves the total air mass instead of the dry air mass.

e The precipitation mass sink and the evaporation mass source are neglected in the
total mass budget of the model.

o The net mass gain or loss due to precipitation/evaporation does not affect the surface
pressure.

The latter point becomes obvious, when writing down the (hydrostatic) pressure tendency
equation and applying the approximations (3.11)-(3.12) (see also Wacker and Herbert

(2003)). Starting from the hydrostatic equation % = —pg it follows:

o [° 0 [*°_
Bt/ dp——gat/zs pdz

Ps
ops,  [*0p
ot _g/ZS a
8?3 _ oov(f,ﬁ)_z Econ’l)dz
ot 9 5 P i Ok
8?3 o —_ — —=CoONv
5 = 9 Vi - (pon) dz + g (pw) [s + gP s
67 > o~ 0 S —=COoNnuv
(;15 = —g/ Vi - (pop,) dz + gp| p +gP— T,

with the convective surface precipitation flux

—_/conv &
T
Zs

Thus, dynamical effects of the evaporation/precipitation mass source/sink are neglected.
I.e. related pressure changes are ignored.
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Figure 3.2.: Illustration of ICON’s vertical levels. With num_lev layers, there are
num_lev + 1 so-called half levels. The half levels kK — 1/2, k + 1/2 enclose
layer k at the centers of which are the corresponding full levels k, for
k =1,...,num_lev. Layer 1 is at the top of the atmosphere and layer n
at the bottom of the atmosphere. Half level num_lev + 1 coincides with the
Earth’s surface.

3.4. Vertical Coordinates

In a nonhydrostatic model, it cannot be taken for granted that the pressure is
monotonously decreasing with increasing altitude. Moreover, the pressure at a certain
point does not necessarily represent the mass of the air column above, as it is the case for
a hydrostatic model. For that reason, a vertical coordinate in terms of geometric altitude
is preferred over a pressure-based coordinate in many nonhydrostatic models.

In ICON the choice is a height based coordinate system that follows the terrain and
consequently, the top and bottom triangle faces are inclined with respect to the tangent
plane on a sphere. Due to the fact that the model levels gradually change into levels of
constant height as the distance from the lower boundary increases, top and bottom triangle
faces of a grid box are also slightly inclined to each other. The exact altitude of each grid
box depends on the geographical position on the globe. The top and bottom faces are
called half levels of the vertical grid, the center of the box is said to be at the full level
of the vertical grid, see Fig. 3.2 for an illustration. Note that the numbering of full and
half levels is top-down, starting with k£ = 1 for the top half- and full level. A Lorenz-type
staggering is used in the vertical, which means that horizontal velocity, virtual potential

temperature and density are defined at full levels, whereas vertical velocity is defined at
half levels.

When setting up an ICON simulation, the total number of vertical levels has to be specified
for each domain via
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3.4 Vertical Coordinates

num_lev (namelist run_nml, list of integer value)
Comma-separated list of integer values giving the number of vertical full levels for
each domain.

If the number of vertical levels is desired to vary between domains, setting the namelist
parameter lvert_nest (run_nml) to .TRUE. is required. See Section 3.9.1 for more infor-
mation on vertical nesting.

Two variants of a height-based terrain-following vertical coordinate are available in ICON.
Both of which are briefly described in the following section.

General vertical height coordinate. It will become clear from the description of the
terrain-following coordinate below that the exact vertical axis definition depends on a
multitude of parameter settings. This makes it virtually impossible to encode the exact
vertical coordinate parameters themselves in the appropriate section of the GRIB code.
The data sets which are produced by the ICON model therefore contain only a reference
to a vertical grid. Apart from very basic information like the number of vertical levels, only
a number identifying the special vertical grid used is provided. The actual vertical height
coordinate is then specified by providing a 3D (GRIB2) field which defines the height of
every grid point.

This indirect reference grid approach raises the same questions that played a role in the
handling of the horizontal grid, see Section 2.1.8: In order to find out if identical vertical
coordinate options were used for two given data sets, the GRIB2 data records contain
special meta-data items, namely number0fVGridUsed and uuidOfVGrid.

3.4.1. Terrain-following Hybrid Gal-Chen Coordinate

The terrain-following hybrid Gal-Chen coordinate (Simmons and Burridge, 1981) is an ex-
tension of the classic terrain-following coordinate introduced by Gal-Chen and Somerville
(1975). As shown by Klemp (2011), it can be expressed in the form

(H - Br(;,l) MEY) B ) b y)

=n+B() (1- ) ha.y), (3.13)

where z represents the height of the coordinate surfaces defined by n, h(x,y) is the terrain
height, and H denotes the domain height. With B’(n) = 1 the coordinate reverts to
the classic formulation by Gal-Chen and Somerville (1975), i.e. the coordinate is terrain-
following at the surface (n = 0) and becomes flat at model top (n = H). By choosing
B’ appropriately, a more rapid transition from terrain-following at the surface toward
constant height can be achieved. One popular choice is to set

z(x7 y? 77) =

B (1 _ %) —1- z,Z - with 2 < H
a

such that coordinate surfaces become constant height surfaces above z = zy;4;. Oftentimes,
Equation (3.13) is also written in the discretized form

zn(x,y, k) = A(k) + B(k) h(z,y), k=1,...,num_lev+1 (3.14)

where k denotes the vertical level index and zp is the half level height.

67

c
8
prs
Qo
‘=
(@)
(7]
Q
()
o]
<
s
™




=
S
=%
o
w)
@
(72}
0
=k
!
=,
S
S

ICON Model Tutorial

Configuring the Hybrid Gal-Chen Coordinate
The main switch for selecting the Gal-Chen hybrid coordinate is
ivctype = 1 (namelist nonhydrostatic_nml, integer value)

The user has to provide the vertical coordinate table (vct) as an input file, using the
namelist variable vct_filename in the namelist grid_nml. The table consists of the A
and B values (see Equation (3.14)) from which the half level heights zj(x,y, k) can be
deduced. A(k)[m] contains fixed height values, with A(1) defining the model top height
H and A(num_lev + 1) = Om. The dimensionless values B(k) control the vertical decay
of the topography signal, with B(1) = 0 and B(num_lev + 1) = 1. Thus, z(x,y,1) is
equivalent to the model top height, while zp(z,y,num_lev + 1) is the surface height.

The structure of the expected input file is depicted in Table 3.2. Example files can be
found in icon/vertical_coord_tables.

Please note that for idealized runs (i.e. 1testcase =TRUE (namelist run_nml)) with equidis-
tant vertical levels, it is possible to create the vertical coordinate table on the fly during
the initialization phase of ICON by specifying the layer thickness layer_thickness and
number of flat levels n_flat_lev in the namelist nh_testcases_nml.

# File structure

# ______________

# A and B values are stored in arrays vct_a(k) and vct_b(k).

# The files in text format are structured as follows:

#

# = = = = = e

# | k vet_a(k) [m] vect_b(k) [] | <- first line of file = header line
# | 1 A1) B(1) | <- first line of A and B values

# | 2 A(2) B(2) |

# | 3 A(3) B(3) |

# | |

# | . I

# | nlev+1 A(nlev+1) B(nlev+1)| <- last line of A and B values

# | | <- lines from here on are ignored
# |Source: | by mo_hyb_params:read_hyb_params
# |<some lines of text> |

# |Comments: |

# |<some lines of text> |

# |References: |

# |<some lines of text> |

# = = = = = e

Table 3.2.: Structure of vertical coordinate table as expected by the ICON model.

3.4.2. SLEVE Coordinate

In the case of a terrain-following hybrid Gal-Chen coordinate the influence of terrain on the
coordinate surfaces decays only linearly with height. The basic idea of the Smooth Level
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3.4 Vertical Coordinates

Vertical SLEVE coordinate (Schir et al., 2002, Leuenberger et al., 2010) is to increase the
decay rate, by allowing smaller-scale terrain features to be removed more rapidly with
height. To this end, the topography h(z,y) is divided into two components

h($7y) = h1($ay) + hg(l’,y),

where hq(z,y) denotes a smoothed representation of h(x,y), and he(xz,y) = h(z,y) —
hi(x,y) contains the smaller-scale contributions. The coordinate is then defined as

z(z,y,m) =n+ Bi(n) hi(z,y) + B2(n) ha(z,y) -

Different decay functions B} and Bs are chosen for the decay of the large- and small-scale
terrain features, respectively. These functions are selected such that the influence of small-
scale terrain features on the coordinate surfaces decays much faster with height than their
large-scale (well-resolved) counterparts. The squeezing of the model layers above steep
mountains is limited automatically in order to prevent (nearly) intersecting layers that
would cause numerical instabilities.

Configuring the SLEVE Coordinate

The main switch for selecting the SLEVE vertical coordinate is
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ivctype = 2 (namelist nonhydrostatic_nml, integer value)

This is the default and recommended setting. The vertical grid is constructed during the
initialization phase of ICON, based on additional parameters defined in sleve_nml. Here
we will only discuss the most relevant parameters. For a full list, the reader is referred to
the namelist documentation.

Namelist sleve_nml:

top_height (namelist sleve_nml, real value)
Height of model top.

flat_height (namelist sleve_nml, real value)
Height above which the coordinate surfaces become constant height surfaces.

min_lay_thckn (namelist sleve_nml, real value)
Layer thickness of lowermost layer.

ﬁ Note for advanced users: On default, a vertical stretching is applied such

that coordinate surfaces become non-equally distributed along the vertical,
starting with a minimum thickness of min_lay_thckn between the lower-
most and second lowermost half-level. If constant layer thicknesses are de-
sired, min_lay_thckn must be set to a value < 0. The layer thickness is then
determined as top_height/num_lev. Control output of the vertical layer dis-
tribution is written to stderr.
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Similar to the Gal-Chen coordinate, it is possible to read the vertical coor-
dinate table from file, by specifying a file name and path via vct_filename
(grid_nml). Please note that the SLEVE coordinate only requires the height
values A (k). It is recommended to set the unused B(k) values to zero. Reading
the vertical grid information from file becomes handy if the same vertical level
distribution is desired as used e.g. by the operational model suite at DWD.
In particular, the reproduction of the level distribution used by the verti-
cally nested ICON-EU domain is not possible with the available sleve_nml
namelist variables. This is due to the fact that the [CON-EU level distribution
is generated by removing the uppermost 30 levels from the level distribution
used by the global model domain.

3.5. Temporal Discretization

In this section we will focus on time differencing in isolation and will neglect any com-
plexity due to space differencing. Before we dive into the (nasty) details of ICON’s time
discretization, let us take a step back and try to grasp the basic idea.

3.5.1. Basic Idea

Consider an arbitrary first-order ordinary differential equation of the form

dy(Z,t
YLD _ p(z,i),1). (3.15)
dt
Here, 1 : R? x R — RY is the ¢-dimensional vector of state variables. In real applications,

the vector-valued flux function F' : R? x R — R? might be very complex.

Let t,,—, denote some time in the past and ¢, some time in the future. Now we integrate
Eq. (3.15) from time t,,_, to t,4+1, which gives

7[)(57 tn+1) - 7#(57 75nfm) = / F(?/J(f, t),t) de.

tnfm

We can try to approximate the integral on the right hand side (r.h.s.) using some weighted
average of F' at known discrete time levels. In the following we will restrict ourselves to
simple two-level time-stepping schemes, i.e. we set m = 0 and only make use of F' at the
discrete times t,, and t,4; (for a general survey of time-differencing schemes, see Randall
(2017)). With this restriction we get

P, tng1) — (T, tn)
At

The coeflicients « and S must satisfy the so called consistency condition

= aF,41 + BF,. (3.16)

atf=1,
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such that the r.h.s. of Eq. (3.16) represents some averaged F'. Equation (3.16) represents a
whole family of simple two-step schemes. For example, by choosing a = 0, 8 = 1 we arrive
at the simple Euler forward scheme, while for « = 1, § = 0 we get the (implicit) Euler
backward scheme, both of which are first order accurate. Choosing a = S = 0.5 leads to
the implicit trapezoidal scheme, which is of second order accuracy.

One way to avoid the implicity of the trapezoidal scheme while retaining higher order
is to switch to iterative schemes, also known as predictor-corrector schemes. This is the
way pursued in ICON. The key idea of the predictor-corrector scheme is to replace the
unwieldy Fj, 11 by an estimate F);,; = I (@Z); 1 th) with ¢, ; computed by an explicit
scheme, e.g. a forward Euler scheme. The full predictor-corrector scheme reads
predictor : V(T thy1) = V(T ty) + AtF,
corrector : U(Z, tn1) = V(T tn) + At {F} 4, Fn}a (3.17)

Here we have introduced the notation

{z,y}, =azc+(1-a)y .

Note that for « = 1, Equation (3.17) is an imitation of the Euler backward scheme (termed
Matsuno scheme, (Matsuno, 1966)), while for o = 0.5, it is an imitation of the trapezoidal
scheme (termed Heun’s method). The Matsuno scheme has first-order accuracy, and Heun’s
method has second-order accuracy.

ﬁ In simplified terms, the time integration scheme of ICON can be regarded as
a mixture of the Matsuno scheme (o = 1) and the Heun scheme (a = 0.5), as
the coefficient o used by ICON varies between these two extremes.

3.5.2. Implementation Details

Now, in the terminology of the previous section, in ICON we have

1/)(3?’ t) = [Un(f7 t),w(f,t),p(a_:’, t),ﬂ(f, t)]T .

Here, we have omitted the partial densities pgp from the vector of state variables. They

are treated with a different time discretization scheme, as will be explained in Section 3.6.

For the sake of brevity we omit the notation for Reynolds- and Hesselberg averages. The
superscripts n, n+ 1* and n+ 1 will be used to denote the current time level, the resulting
time level of the predictor step and the new time level, respectively. They should not be
confused with the subscript n used to denote the normal velocity component v, or the
horizontal derivative in edge-normal direction 9/0n.

The time discretization complies with the explicit two-time level predictor-corrector
scheme which was described in the previous section, except for those terms describing
vertical sound-wave propagation. These terms, i.e. vertical derivatives of w and =, are
treated implicitly for reasons of numerical stability and efficiency. Below, the implicit

terms are marked in blue .
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Predictor step:

n+1* _ .n 0 /,n
% = —adv(?) — cpdeggT + F(u") (3.18)
'LUn+1* —w" ’ d'/TO 9 rn+41% o IED
T = —adv(w”) — et T — ety { e, 25 }n (3.19)
anrl* — " +1* 5 e
I GO R 1 (Vs
7.[.n—l—l* -

T () [ ()

adv(w") = vy - Vo' + w"

0z

The terms F(v]') and Q™ denote diabatic momentum and Exner pressure tendencies due
to slow physics processes, i.e. parameterized convection, orographic and non-orographic
gravity waves and radiation. See Section 3.7.1 for more details on the distinction between
fast and slow physics processes.
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©

o
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The implicitness parameter 1 (with 0 < n < 1) for the vertically implicit sound wave solver
has a default value of n = 0.65 which is usually sufficient to ensure numerical stability in
real-case applications. If required, this value can be modified with the namelist parameter
vwind_offctr (nonhydrostatic_nml). Note that vwind_offctr presents the off-centering
from 0.5, i.e. vwind_offctr = — 0.5. Its permissible range is given by

0 < vwind offctr <0.5,

and the default value is vwind offctr = 0.15.
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Corrector step:

n+1 n
Up, —

A7 = {adv(v;f“*), adv(vﬁ)}a

. or'mt1 gpin
_ n+1 n e YR
de{gv ’9”}6{ on  On }5

— Fy(u) + F(ul) (3.21)
n+l _ ,,n .
v A7 e {adv(w”'H ), adv(w")}
«
* d7r0
— e {0 0} T
* /,m+1 /n
—cpd{@’}“ ’93}5 {%az ; Bgz }77
Pt —p" +1 ) 1 1
n 7 *
v N CA DR - [{w"” ,wrt, {p"F ,p"}é}
7.‘_nJrl — Rd g
- . v _ e Vv - n+1 ngn
At Cod p”H{}) [ h (v" p ”)
4 % |:{wn+1’ wn}n {7, ray {on+1, 93}6] }
+Q"

The term Fy(v2!") represents 4" order divergence damping which has been introduced
in order to control checkerboard noise.

The parameter o denotes the Matsuno parameter which was introduced in Section 3.5.1.

With respect to the velocity, it can be used to make the explicit part of the corrector step
resemble either a Matsuno-type scheme (¢« — 1) or Heun’s method (a« — 0.5). The
default value of the Matsuno-parameter for velocity is given by o = 0.75.

A second Matsuno parameter 0 < § < 1 exists for the thermodynamic variables p and 6,,,,
where the default value of the coefficient is § = 0.4. The corresponding namelist parameters

are named veladv_offctr and rhotheta_offctr in the namelist nonhydrostatic_nml.

Note again that both define the off-centering from 0.5 rather than the absolute value.

In order to close the system of equations, the quantity €, must be calculated from the
state variables 7 and p for both substeps (predictor and corrector). We explain this in the
following, using the notation 7" = 7"+1" or 72" = 7"+ for the predictor and corrector
step.

Once the updated state vector

wl’leW(f’ t) — I:,UEGW(‘%’7 t), wneW(f, t), pl"leW(i'7 t)7 7_‘_IleW(£_’7 t)]T

is known, the virtual potential temperature 0,V is diagnosed from the linearized equation
of state (3.9)

qhew _ on _ & (pev)new o (pev)n
T Cod (pfy)™

(3.22)
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The rationale behind that is as follows: Multiplying (3.22) by At~! and rearranging yields

(pev)new _ (pgv)n _ Cod pnelr)z qhew _ om
At Ry T At '

(3.23)

Thus, diagnosing ¢, from (3.22) can be interpreted as solving two prognostic equations
for the two thermodynamic variables w and 6,, instead of one prognostic equation for
7 and the equation of state. By doing so, pf, is exactly conserved (in the absence of
diabatic terms). The two prognostic equations are constrained by (3.23), i.e. the same flux
divergence is used. As a side effect, however, the solution at a particular point in time is
not constrained by the equation of state (3.9) — only its time evolution is. This approach
was first described by Gassmann (2013).

Pragmatic Simplifications

A potential disadvantage of predictor-corrector schemes as compared to non-iterative
schemes is its computational expense. This is because the forcing terms (r.h.s.) must
be evaluated twice per time step. Therefore, several terms have been simplified provided
that the simplification proved to not degrade the quality of the results significantly. The
following pragmatic simplifications have been performed:

e The horizontal and vertical momentum advection at the predictor step is re-used
from the corrector step of the preceding time step. With time level n* denoting
n + 1* from the preceding time step this can be written as

Equation (3.18): adv(v?) ~ adv(v™)
Equation (3.19): adv(w™) ~ adv(w™)
By this, in each time step the momentum advection needs to be computed only once.

The first predictor step following the physics step represents an exception. At this
time level the momentum advection from the preceding corrector step does not pro-
vide a suitable estimate, as the physics step might have changed v,, considerably.

¢ Another simplification relates to the horizontal pressure gradient term which occurs
in the predictor and corrector step of v,. Using time level n in the predictor and
an interpolated value between n and n + 1* in the corrector provides an effective
damping mechanism for horizontally propagating sound waves, without significantly
impacting gravity waves (Klemp et al., 2007). A very similar effect can be achieved by
using the same horizontal pressure gradient in the predictor and corrector, however,
with the pressure being extrapolated in time.

. o' Ol
Equation (3.18): cpd9387 o~ cdeZjW
. . on'mt gpln or'm
Equatlon (321) de {9:}+1 s 9:}}5 {(‘9”, an}d ~ deQSW

By this, in each time step the horizontal pressure gradient needs to be computed only
once. The time level 7 at which the horizontal gradient is taken is an extrapolated
time level using the levels n and n — 1:

7_[_/,ﬁ — (1 _._,y)ﬂ_l,n o ,yﬂ_/,nfl
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3.5 Temporal Discretization

The temporal extrapolation factor is chosen from the range v € [é, %], with the
default being v = 1/3. The corresponding namelist parameter is named exner_expol
(nonhydrostatic_nml).

Vertically Implicit Solver

The solution to the predictor-corrector scheme described above is mostly straightforward,
as the majority of terms are treated in an explicit manner. This, however does not hold for
the prognostic equation for vertical wind, since the solution for w™*" depends on 7”1,
which itself depends on w™*1” (see Equations (3.19) and (3.20)).

The overall solution strategy is as follows: First, 7 is eliminated from Eq. (3.19) by inserting
the prognostic equation (3.20). This results in a linear system of equations for the unknown
w’s in the vertical direction. Once w™*1" is known, the Exner equation (3.20) can be solved.
The derivation for the corrector step is basically identical and differs only w.r.t. the time
levels that are used for p and 6,.

We start with the vertical discretization of (3.19) and (3.20). When using basic centered
differences, and noting that d7 /0t = dn’ /0t this leads to

fnA+1* inAt1t
+1* _ wexpl k k+1
wZ+1/2 - Z/g+1/2 - Atcpdeg,kﬂ/z n Azp1/2 (3.24)
R - (wn+1* nen) _ (wn+1* nen)
I+l mexpl _ Ayt k P 0% )k-1/2 P 0% )k+1/2 395
Ty, - “k ngn A ) ( . )
Cod \ PEY%y 2k
with the shorthand notations Z;Uff/pzl and Z; Pl for the explicit parts
Zw expl _ n At lad g dmo
k+1/2 = Wekt1/2 — adv(wn+ ) 1172 + Cpd vk+1/27q,
k+1/2
71'/’” o ﬂ_/,n
k k+1
+ cpdly py1/0(1 — n)AzkH/;}
and
Ry Ty «
Zfrexpl _ - hn _ A k A\ ( n+1 n9n>
k Tk Cot \ PO, he(ve P
,wnpnen o _ wnpnen i
+(1—77)( V) 1/2AZk( U)H/z]"‘AthL-

Azp = zp_1/2 — 2k41/2 denotes the thickness of the k™ cell which is bounded by the half
levels k + 1/2, whereas Azj1/2 = 2 — 241 denotes the thickness of the layer bounded
by the full levels k and k + 1 (see also Figure 3.2).
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As an intermediate step, we compute 7I‘;€’n+1* — W;CZ? from Eq. (3.25):

F’n

Az,

1 / n1* 7 expl mexpl Ath n41* n n
L o1 =2k g e ! (w 05 )k—1/2 5 —
v

( n+1* ngn ) FZ FZ+1
- p k+1/2 Az + N
T

g ] (3.26)

Here we have introduced I'}! as an abbreviation for

n
Tk

pZHS,k

Iy —

n+1* n+1

Inserting Eq. (3.26) into Eq. (3.24) and collecting terms proportional to w;'™ 1/20 Wpi1/2:

wgié /o O the left hand side leads to:

1" Atncpdeg,k—i—l/QAth L'y

~ Yk-1/2 Azpyr/2 Cod Az, Aoy ke 1/29vk 1/277]

sub-diagonal

9 n
. k+1/2 , , Ra k k+1 ) n n
+ w11+ Aty Pd%okt1/2 At— ( + ) p 0 n
k+1/2 Azp1/2 ot \Dzp | Azpyy ) Per1/200 k172

=
S
=%
o
w)
@
(72}
0
=k
!
=,
S
S

main diagonal

[ e R
n+1* Pa¥y k+1/2 d +1 n
~ Wiiaya | A Azpyiy2 A Cod Azk '0’“+3/29v,k+3/277]
sup-diagonal
pd0!!
. wexpl v,k+1/2 7 expl 7 expl

Equation (3.27) defines a linear system of equations from which the unknown vertical

velocities wZiLll/z can be computed. The system is tridiagonal and can be solved with the

Thomas algorithm (Press et al., 2007, p. 57), given that suitable boundary conditions are
provided. So far it is assumed that the upper and lower boundary are impermeable w.r.t.
to mass, i.e. we set w?;gl = wﬁgjﬂﬂ = 0. In case of vertical nesting, w at the upper
boundary is usually nonzero and is interpolated from the parent domain (see Section 3.9.1
for details).

In order to be consistent with the implementation in the ICON code, we introduce the
following abbreviations:

Why1/2 = Py /290 kg1 /27
FTL
B = Atk
Cyd A2k
cpaty, k+1/2

Vry1/2 = Atn Acpeiss
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3.6 Tracer Transport

Note that o and v are defined on half levels, while 5 is defined on full levels. The tridiagonal
system (3.27) can now be written in the form (a;/5 = 0, ¢yievt1/2 = 0)

n+1* n+1* nt+l* =
Wt 1/2Wg "y jg T g1 /2Wy [ g F Chg1/2W 570 = dgr/2 k=0,...,nlev,

or in matrix form

n—+1*

bija c1y2 Wiy di/o
n+1*

ag/y bz c3p Wy d3 /2
n+1*

QAnlev—1/2 bnlev—l 2 Cnlev—1/2 Wilev—1/2 dnlev—l 2
/
n+1*

Qnlev+1/2 bnlev+1/2 Whlev+1 /2 dnlev+1/2

with the coefficients

Apy1/2 = —Vir1/2 Be Qr—1/2
brp1/2 = 1+ Yeg172 (Bk + Brv1) Qg2

Chy1/2 = —Vht1/2 Be+1 Qri3)2
xpl 7 expl 7 expl
dpt1/2 = Z;Ufl}pQ ~ Tk+1/2 (Zk B Zkflp)
for k =1,...,nlev — 1, and the Dirichlet boundary conditions

tOp: b1/2 =1 61/2 = 0 d1/2 = wtop

bottom: Qnlev+1/2 = 0 bnlev+l/2 =1 dnlev+1/2 = Whot -

3.6. Tracer Transport

The transport module is an important building block of any numerical weather prediction
(NWP) or climate model, as it predicts the large-scale redistribution of water substances,
chemical constituents or aerosols in the atmosphere due to air motion. Mathematically,
it solves one of the fundamental laws of physics, namely the equation of tracer mass
continuity (3.5). The transport module itself does not take into account tracer sources or
sinks. It only predicts its large scale redistribution. Hence, for each tracer the transport
module solves the simplified continuity equation

9Pk | . (5.5) = 0 (3.28)

ot

(compare with Eq. (3.5)). Additional sources and sinks as well as turbulent diffusion are
accounted for in the physics interface with a fractional step approach (see Section 3.7).

The numerical solution of Eq. (3.28) is based on so-called space-time finite volume methods.
By space-time methods we refer to methods where the temporal and spacial discretizations
are combined rather than separated. Space-time methods are also known as cell-integrated
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semi-Lagrangian schemes. As will become clear, such schemes are neither purely semi-
Lagrangian, nor Eulerian in the classical sense. They are Eulerian in the sense that the
flux of mass through the stationary walls of grid cells is considered. They are, however,
semi-Lagrangian in the sense that trajectory calculations are needed for flux computation.
In the literature such schemes are sometimes termed Fluz Form Semi-Lagrangian (FFSL).
The specific implementation in ICON partly builds upon work by Lauritzen et al. (2010,
2011a), Harris and Lauritzen (2010), Skamarock and Menchaca (2010), Miura (2007) for
the horizontal and Colella and Woodward (1984), Zerroukat et al. (2006) for the vertical.

As we are dealing with a Finite Volume (FV) discretization, it is worth noting that in the
following all scalar variables 1, whose storage location is at the triangle cell circumcenter,
are interpreted as cell averages rather than point values, i.e.

W= ay ][ veemar,
Vi

with AV; denoting the volume of the i’ prismatic cell (the so-called control volume). Here
and in the reminder of this Section, the overbar denotes volume averages rather than
Reynolds averages.

3.6.1. Directional Splitting

By integrating the continuity equation (3.28) in space over a prismatic grid cell and in
time over the time step At, a solution to (3.28) can formally be written as

PO = pal + At [T + V(@) (3.29)

where ‘H and V denote the horizontal and vertical transport operators acting on ¢", and

mﬁﬂ denoting the updated cell averaged partial density of constituent k at the time ¢"+!

(see Reinert, 2020).

Instead of solving this somewhat unwieldy equation in one sweep, a fractional step ap-
proach is taken in ICON such that separate equations for horizontal and vertical trans-
port are solved consecutively. Of course, replacing equation (3.29) by some approximation
involving the two subproblems

Py = PO5 + AtV
pe— — —0
Pai) = a4y + At H(G")

will inevitably result in a residual error. This error is known as the splitting error. On
default, the following approximation to (3.29) is used:

Pk, =Pqik + AtV (7") (3.30)
POt =paiy, + AtH () (3.31)
In order to maintain O [AtQ] accuracy, the order of the operators is reversed on alternate

time steps. This might be regarded as a poor man’s Strang splitting (Strang, 1968). Full
Strang-splitting of the form [V(At/2)][H(At)][V(At/2)] has also been tested during the
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3.6 Tracer Transport

implementation phase. Except for being more expensive (the vertical operator is called
twice per time step) no significant impact on the model results has been noted.

A shortcoming of the splitting (3.30), (3.31) is that it does not preserve an initially uni-
form tracer field (e.g. q(z,y,2,t9) = 1) in a deformational flow since there is not enough
information available to correctly do the conversion pg* — ¢*. Tempting candidates for
this conversion might be " or p"*! as they are readily available from ICON’s dynam-
ical core. Any such attempt, however, will not preserve an initially uniform tracer field.
In order to do so, it is necessary to keep track of the changes in partial density pg that
are solely a result of mass convergence/divergence in the directions of splitting. Therefore
we follow the method of Easter (1993) wherein the air mass continuity equation (3.5) is
simultaneously reintegrated in the same split manner as the continuity equation for tracer
mass.

Pa; . =PQi + AtV (7")
Pik =Pik + AtV (1)

PQik
T =— (3.32)
ik

PO =pgiy, + AtH ()
oot =pi + AtH (1)

—n+l
pan

— 1 9

T = (3.33)
Pik

Changes in partial density solely due to mass convergence/divergence are corrected for in
equations (3.32) and (3.33). The key point here is that the intermediate density p* rather
than p" ! or p" is used to recover the mass fraction g* in (3.32). The re-integration of (3.4)
(second and fifth equation above) is rather straightforward, as it relies on pre-computed
mass fluxes provided by the dynamical core.

3.6.2. Horizontal Transport

A rigorous derivation of the horizontal transport operator #(g) is beyond the scope of this
document. We will merely concentrate on the general concept and illustrate graphically
how the scheme works. The horizontal transport scheme belongs to the class of so-called
Flux Form Semi-Lagrangian (FFSL) schemes (Harris and Lauritzen, 2010). In the liter-
ature such schemes are sometimes alternatively termed Incremental remapping schemes
(Lipscomb and Ringler, 2005) or streamline subgrid integration method (Yeh, 2007).

Graphical Interpretation

Figure 3.3 provides a graphical interpretation of the FFSL-scheme. Black solid lines show
the triangular grid, with thick solid lines highlighting an arbitrary cell with area AA;
for which the scheme will be explained. In the following we will refer to this cell as the
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Eulerian control volume (CV). The basic task is to compute the updated value WZ-LH for

that cell on the basis of the old values pg;', the cell averages g;, and the velocity fields v™
and v"t1,

In order to set the stage, let us first take the Lagrangian viewpoint: Assume that the
time dependent velocity field is known analytically such that the trajectories for all the
air parcels are known, which terminate at the walls of the Eulerian CV at the new time
t"*1. As an example, trajectories for air parcels terminating at the CV vertices at ¢t"*!
are depicted as gray lines. Accordingly we know the position of these air parcels at time
t"™ which we will denote as the starting points. By connecting the starting points we can
construct the gray shaded area known as the Lagrangian CV. The latter encompasses all
air parcels that are transported into the Eulerian CV (i.e. the grid cell) during the time
interval [t”, t”“]. In a standard semi-Lagrangian scheme the key task is to compute an
estimate of the Lagrangian CV (gray shaded), followed by a computation of the total tracer
mass contained. Then, the solution pg;""! can easily be deduced from the Lagrangian
finite-volume form of the continuity equation (3.28)

pq T AA; = pgt Aay,

where AA; and Aa; denote the area of the Eulerian and Lagrangian CV, respectively (see
e.g. Lauritzen et al., 2011b). pg}* is the average tracer mass over the Lagrangian CV area
a;

1ai / / p"(w,y)q" (w,y)dA.

P =

As mentioned before, a more Eulerian rather than semi-Lagrangian viewpoint is taken in
ICON. Here we keep track of the flux of mass passing the Eulerian cell walls rather than
the mass in the Lagrangian CV. This is where the yellow areas in Figure 3.3 enter the
game. We will refer to these as flur areas. Since the individual edges of the Lagrangian
CV pass through the flux areas during [t”, t”“], it is the mass inside the flux areas that
is swept across the Eulerian CV walls during one time step. Thus, starting from the mass
pg; in the Eulerian CV and assuming that we know the shape as well as the tracer mass

contained in the (yellow) flux areas, we can compute the updated value W?'H.

Mathematically the scheme can be cast into the following flux form:
1
W?H = WIL - AA: Z Sie Fie  ,with  Fe = <ﬁze> // qn(x’ y) da, (3'34)
ve=1 P
a;

where Fj, defines the total mass crossing the e wall during At and a$ denotes the flux
area for the e wall. s¢ = £1 distinguishes inward and outward directed fluxes.

Note that this Eulerian viewpoint is fully equivalent to the semi-Lagrangian viewpoint.

It can be shown (Lauritzen et al., 2011b) that all areas involved in our quasi-Eulerian
approach (i.e. the Eulerian CV and the flux areas) sum up to the Lagrangian CV.
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3.6 Tracer Transport

depart i
eparture region \ o —

l Lagrangian control volume

Figure 3.3.: Graphical illustration of the FFSL scheme. Black solid lines show the trian-
gular grid, with thick solid lines highlighting the Eulerian control volume
under consideration. Gray area shows the Lagrangian control volume and
yellow areas show the flux areas (departure region) for each cell wall.

Basic Algorithm

The numerical algorithm which solves Eq. (3.34) for a single Eulerian CV proceeds in 4
major stages:

1. The flux area af for each cell wall is reconstructed by means of backward trajectories.

2. For each Eulerian CV the unknown tracer subgrid distribution ¢(x, y, to) is estimated
from the known cell averages g of the CV itself and surrounding cells. Several
polynomial reconstructions, from linear to cubic, are available.

3. The total mass Fj, crossing the e* wall is estimated by numerically evaluating the
integral in Eq. (3.34). Le. the estimated subgrid distribution ¢(z,y, to) is integrated
over the approximated flux area af by means of Gauss quadrature.

4. The sum on the r.h.s. of Eq. (3.34) is evaluated which leads to the solution pg}'*".

3.6.3. Vertical Transport

A rigorous derivation of the vertical transport operator V(q) is beyond the scope of this
document. As for the horizontal operator H(gq) we will concentrate on the basic concept.
For more details we refer to Reinert (2021).

Piecewise Parabolic Method (PPM)

The vertical transport scheme is based on the Piecewise Parabolic Method (PPM) devel-
oped by Colella and Woodward (1984). It is a finite volume scheme and thus inherently
mass conserving. It makes use of a piecewise parabolic function for approximating the
unknown subgrid distribution of a 1D scalar field ¢(z). The function is forced to be contin-
uous at cell interfaces. Its construction is based on the known cell averages g;. The PPM
scheme bears some conceptual resemblance to the horizontal FFSL transport scheme. The
basic concept is depicted in Figure 3.4 and described below.
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q(z) /\ q(z)

>

1
- . N ¥4 /- N / Z y-4 5/ L=
Zhyaf2 Ferye Fkelj2 Eeeaf2 Zeosfe FRoT/2 e | zkiuyH]_,‘l /2 Fhesj2 Fes2 o FkeTf2

W1 280

Figure 3.4.: The Piecewise Parabolic Method (PPM). Left: Unknown subgrid distribu-
tion ¢(z) gets approximated by piecewise parabolic interpolants which are
C° continuous at cell walls. Right: Polynomial reconstruction is filtered (op-
tional) to render the scheme monotonous. Integration step: Sub-grid distri-
bution is integrated over the “area” wAt (dark blue) in order to determine
the mass which enters the k™ cell during At.

Step 1: The subgrid distribution ¢((, k) is reconstructed cell-wise in a vertical column
by using the parabolic interpolant

2= ZEp41/2

q(¢, k) = ap + a1 + asC?, with (= Az

(3.35)

( is a dimensionless coordinate which is 1 at the grid cell top and 0 at its bottom. Specific
to the PPM scheme is the way how this parabola is constructed. The unknown coefficients
a; are derived from the three constraints

1

9 =1k)=qu=qr_1/2+
Q(C = 05 k;) =q = qk—|—1/2a

(3.36)

which, expressed in words, state that the polynomial must be mass conserving, and that
the polynomial equals g, and ¢; at its upper and lower end, respectively. ¢, and q; are
appropriately reconstructed estimates at the upper and lower half levels and are shared
between adjacent cells. By this, continuity of the reconstruction across cells is enforced.

When applying the constraints (3.36) the parabolic interpolant (3.35) can finally be written
as a function of the grid scale variables gy, qxy1/2, qr—1/2

o) =1~ S (=) —ana (5 -+ 7)) (3.37)

with

Agk = Gr—1/2 — Qrr1/2
a6k = 6Gy — 3qk—1/2 — 3qky1/2
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3.6 Tracer Transport

The overall accuracy of the parabolic interpolant (3.37) strongly depends on the accuracy
to which the edge values g1/ are known. Edge value estimates must be of at least third-
order in order for the interpolant to exactly reconstruct a parabola. Here we follow Colella
and Woodward (1984) and compute fourth-order edge value estimates, as this turned out
to be beneficial to the overall accuracy of the scheme (see Lauritzen et al. (2011b, p. 228)).

An in-depth derivation of the edge-values is beyond the scope of this tutorial. Here we
simply note that the edge estimate gj, 1/ is computed from a cubic polynomial c(z)
evaluated at 2j41/2. The cubic polynomial is constructed from the constraint that it must
be mass conserving in each of the four cells surrounding half level 2/, (likewise for
Qr—1/2, see e.g. Zerroukat et al. (2002)).

Step 2: As depicted in Figure 3.4, it is not guaranteed that the reconstruction preserves
monotonicity or positive definiteness, especially near strong gradients. The scheme can op-
tionally be made (semi-) monotonic or positive definite by filtering the polynomial recon-
struction. The effect of a monotonic filter on the reconstructed parabolas is schematically
depicted in Figure 3.4b. The filtering is controlled with the namelist switch itype_vlimit
(transport_nml).

Step 3: In a last step, the mass that is swept across the cell wall during At is computed
by integrating the subgrid distribution ¢(¢, k) over the (upwind) flux area.

ST (a(2)dz, (3.39)

Fk1/2:/ p(2)q(z)dz, for w >0 3.38
At Zk—1/27w2j11//22At

Vividly speaking, an estimate of the flux area can be gained by launching a backward

trajectory at the given cell wall. In this 1D scheme, the flux area for the cell wall at z_1 /9

is simply given as —wZirll //22 At, where w is the vertical velocity provided by the dynamical

core.

For w > 0 integration of (3.38) finally leads to the time-averaged vertical flux

_ 1 1
Fy 172 = pe—1/2Wk—1/2 | Qi + iAQk (1=Croryo) — g6k (1 —3Ck_1/2 + 20;31/2)} ;

with the Courant number Cj,_; /9 = wy,_y oAt/ Az

In its standard version, the PPM scheme has a Courant number limitation of |[C| < 1. It
can, however, be easily extended to larger Courant numbers by splitting the computation
of the mass fluxes (3.38) into so-called integer and fractional fluxes (Lin and Rood, 1996).
In its current form in ICON, the PPM scheme is stable up to |C| = 5.

Parabolic Spline Method (PSM)

As an alternative to PPM, the Parabolic Spline Method (Zerroukat et al., 2006) is avail-
able as well. PSM is similar to PPM, as both rely on piecewise parabolic functions for
reconstructing the unknown sub-grid distribution in each cell. PSM, however, differs from
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PPM in terms of the edge-value estimate. The edge values are determined by imposing
the following additional constraint on the parabola ¢({, k) in (3.35)

_ 1 dg
=1 AzrdC

L dqgr 11
Azk+1 d¢

) (3.39)
¢=0

which states that the parabola’s first derivative must be continuous at cell edges. Hence,
while the PPM parabolas are continuous at cell edges, the PSM parabolas are even con-
tinuously differentiable. The latter turns the piecewise parabolic function into a parabolic
spline. From the condition (3.39) an implicit equation sytem for the unknown edge values

qr+1/2 can be deduced, which is however beyond the scope of this tutorial (see Zerroukat
et al., 2006, Reinert, 2021).

A comparison of PSM and PPM reconstructions for an arbitrary irregular signal is depicted
in Figure 3.5a. The signal is taken from Zerroukat et al. (2005) and is defined on the
unit interval z € [0,1]. It is given in terms of cell averages (black dots) on a 1D grid
with constant grid spacing. The solid red line depicts the PSM reconstruction, with red
circles showing the reconstructed face values. The reconstruction with piecewise parabolics
(PPM), is shown in blue.

Both reconstructions result in a third-order accurate and smooth representation of the
underlying irregular signal. As expected from the previous discussion, both reconstructions
are continuous at cell faces, but exhibit unphysical over and undershoots in the vicinity of
strong gradients. Available methods for dealing with spurious over- and undershoots are
mentioned in Section 3.6.5. While both reconstructions behave similarly in large parts of
the domain, the effect of PPM being only continuous becomes apparent at some points.
The fact that PPM slopes exhibit discontinuities at cell faces is clearly visible e.g. at
z =0.15 and z = 0.35. The PSM reconstruction, on the other hand, has continous slopes
throughout the domain, which gives it a more ‘natural’ appearance. The absolute difference
between the PSM and PPM reconstruction is shown in Figure 3.5b. Largest differences
occur close to the cell edges.

3.6.4. Reduced Calling Frequency

Given that explicit time stepping is used, the continuity equation for air, the momentum
and the thermodynamic equation must obey the time-step restrictions imposed by the
fastest waves in the system (i.e. sound waves). While the continuity equation for air is
inherently coupled to the momentum equations, tracer transport equations can be solved
in isolation given prescribed winds and air densities.

Continuity equations for tracers (like water vapour) lack fast wave modes (sound and grav-
ity waves) and, thus, have less restrictive time step limitations. Given the large number of
tracers in state of the art climate and NWP models, significant computational cost savings
can be obtained by sub-cycling the solution of the density, momentum and thermodynamic
equation with respect to the tracer equations. Stated in another way, the tracer equations
can be integrated with a much larger time step. In doing so, care has to be taken in order
to maintain tracer-mass consistency.

In ICON, the number of times by which the integration of the air mass continuity equation
(and the entire dynamical core) is sub-cycled with respect to the tracer mass continuity
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Figure 3.5.: (a) Reconstruction of an irregular 1D signal (gray-dashed) with piecewise
parabolics (blue) and piecewise parabolic splines (red) from known cell av-
erages (black dots) on an equidistant grid. The interpolated face values are
shown by blue and red circles, respectively. (b) Absolute difference between
the piecewise parabolics and piecewise parabolic splines.

equations is typically 5 (see Section 3.7.1). In order to maintain tracer-mass consistency,
the time-averaged rather than the instantaneous mass flux is passed to the transport
module. Thus, (p§) in Eq. (3.34) can be expressed in terms of the time-averaged horizontal
mass flux (F) as

p; = (Fie") Atlic

with At denoting the time step for tracer transport and ;. denoting the length of the et
cell wall.

3.6.5. Some Practical Advice

Here we give some practical guidance on how to configure the tracer transport for stan-
dard NWP runs. The most important namelist parameters are discussed along with rec-
ommended settings.

85



=
S
=%
o
w)
@
(72}
0
=k
!
=,
S
S

ICON Model Tutorial

The main switch for activating tracer transport is ltransport (run_nml). Except for
specific idealized test cases (see Chapter 4) this switch should generally be set to . TRUE..
The namelist run_nml contains a second relevant parameter termed ntracer which is
meant for specifying the total number of tracers that shall be advected. We note, however,
that this parameter is important for idealized cases only. In real case runs, ICON takes
care of initializing the correct number of tracers based on the selected physics packages.
E.g. when selecting the one-moment microphysics scheme without graupel (inwp_gscp=1),
the number of tracers is automatically set to ntracer=5.

The namelist transport_nml contains additional parameters for selecting the transport
scheme and the type of limiter. This can be done individually for each tracer, for horizontal
and vertical directions.

ihadv_tracer (namelist transport_nml, list of Integer values)
Comma separated list of integer values, specifying the type of the horizontal trans-
port scheme. The ¥ entry corresponds to the i** tracer in ICON’s internal tracer
list. Most relevant options are

1 1% order upwind

2 MIURA (Miura (2007)-type with linear reconstruction)

3 MIURA3 (Miura (2007)-type with cubic reconstruction)

4 FFSL with quadratic or cubic reconstruction (depends on 1sq_high_ord
(interpol_nml))

5 hybrid MIURA3/FFSL with quadratic or cubic reconstruction

x2  Sub-cycling versions of MIURA (z = 2), MIURA3 (x = 3), FFSL (x = 4) and
hybrid MIURA3/FFSL (z = 5).

Sub-cycling means that the integration from " to t"*! is split into substeps to

meet the stability requirements. By default 3 substeps are used, see nadv_substeps
(transport_nml). Sub-cycling is only applied above a certain height defined by
hbot_qvsubstep (nonhydrostatic_nml), see Section 3.8.12. Above that height
the MIURA scheme (linear reconstruction) is used, irrespective of the settings for
ihadv_tracer.

FFSL and MIURA3 differ w.r.t. the way the integration over the flux area is per-
formed. FFSL can cope with slightly larger Courant numbers while being somewhat
more expensive. Option 5 tries to combine the improved stability of FFSL with the
speed of MIURAS3 by calling FFSL only for those edges for which the horizontal
Courant number exceeds a threshold.

ivadv_tracer (namelist transport_nml, list of Integer values)
Comma separated list of integer values, specifying the type of the vertical transport
scheme. The ¥ entry corresponds to the i** tracer in ICON’s internal tracer list.
Most relevant options are

1 15t order upwind
2 Parabolic Spline Method (PSM)
3 Piecewise Parabolic Method (PPM)

itype_hlimit (namelist transport_nml, list of Integer values)
Comma separated list of integer values, specifying the type of the horizontal limiter.
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3.6 Tracer Transport

The " entry corresponds to the i** tracer in ICON’s internal tracer list. Most
relevant options are

0 no limiter
3 monotonic Flux Corrected Transport (Zalesak, 1979)
4 positive definite Flux Corrected Transport

itype_vlimit (namelist transport_nml, list of Integer values)
Comma separated list of integer values, specifying the type of the vertical limiter. The
ith entry corresponds to the i tracer in ICON’s internal tracer list. Most relevant
options are

0 no limiter

1 semi-monotonic reconstruction filter

2 monotonic reconstruction filter

3 positive definite Flux Corrected Transport

ivlimit_selective (namelist transport_nml, integer value)
Reduces detrimental effect of the vertical limiter by applying a method for identifying
and avoiding spurious limiting of smooth extrema (Reinert, 2021).

0/1 off/on

Example Settings for a Standard NWP Run

Valid settings for a standard NWP run with one-moment microphysics (5 prognostic water
tracers) are depicted in Figure 3.6. The (hardcoded) ordering of tracers in ICON and their
tracer IDs are listed in Table 3.3. In order to set the transport scheme and limiter for a
tracer with ID = 4, the i*" entry in the respective namelist parameters must be modified.

! transport_nml: tracer transport - - - - -
&transport_nml
ihadv_tracer = b2, 2, 2, 2, 2 ! hor. transport selector

i
@
@
@
@
w

ivadv_tracer ! vert. transport selector
itype_hlimit = 3, 4, 4, 4, 4 ! hor. limiter

itype_vlimit = 1, 1, 1, 1, 1 ! vert. limiter

]
o

ivlimit_selective

/

! selective limiting switched off

Figure 3.6.: Example namelist settings for tracer transport in a standard NWP run with
one-moment microphysics without graupel (i.e. 5 tracers gy, e, ¢, Gr, s)-

This procedure can become unwieldy and error prone if more than a handful of tracers
is used. The ART-package alleviates this problem by providing a more elaborate way of
configuring tracers based on XML files. Note, however that the configuration via XML
files is restricted to ART-specific tracers, only.
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Tracer ID 1 2 3 4 5 6 7
Tracer Name BRI cloud cloud rain snow graupel hail
vapour water ice water qs g an
dv qc qi qr

Table 3.3.: Ordering of water tracers in ICON. The tracer ID indicates the position
within ICON’s internal tracer data structure. In order to specify transport
settings for a tracer with ID = 4, the i** entry in the respective namelist
parameter must be set (see ihadv_tracer, ivadv_tracer, itype_hlimit,
itype_vlimit). Note that this table is incomplete in the sense that addi-
tional water tracers for two-moment microphysics schemes (like number con-
centrations) are omitted. These indices can be taken directly from the source
code if required.

ivadv_tracer, ihadv_tracer: PPM is the method of choice in the vertical direction
for all tracers. In horizontal directions, MIURA is used for all tracers except vapor
¢v- A somewhat more accurate (and more expensive) scheme is selected for g, (hybrid
MIURA3/FFSL).

If time to solution is not absolutely critical (e.g. for non-operational, scientific, applica-
tions), we recommend to select PSM for vertical transport, together with selective vertical
limiting (ivadv_tracer=2, ivlimit_selective=1), as this will slightly improve the accu-
racy of vertical transport with only marginal computational overhead.

One might wonder why sub-cycling is activated only for ¢,. The reason is that with
standard NWP settings ¢, is the only tracer which gets transported all the way
up to the model top, where the highest wind speeds are typically encountered. For
all other water tracers transport is switched off above a certain height defined by
htop_moist_proc(nonhydrostatic_nml) (typically around 18 km) such that sub-cycling
is not strictly required (see Section 3.8.12).

Note that sub-cycling must be activated for ¢,. This is crucial for numerical
stability!

Furthermore, note that if additional non-water tracers are added (e.g. purely diagnostic
passive tracers or chemical tracers), sub-cycling must be activated since htop_moist_proc
is only effective for water tracers.

itype_hlimit, itype_vlimit: In terms of limiters, the rule of thumb is that at least
a positive definite limiter should be used for all water tracers. Otherwise numerical in-
stabilities will occur due to negative water concentrations. For ¢, it is advisable to use
a more stringent (albeit more expensive) monotonic limiter in order to reduce spurious
condensation/evaporation emerging from nonphysical over-/undershoots in g,.
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3.7 Physics-Dynamics Coupling

3.7. Physics-Dynamics Coupling

3.7.1. ICON Time-Stepping

For efficiency reasons, different integration time steps are applied depending on the process
under consideration. In the following, the term dynamical core refers to the numerical
solution of the dry Navier-Stokes equations, while the term physics refers to the diabatic,
mostly sub-grid scale, processes that have to be parameterized. In ICON, the following
time steps have to be distinguished:

At the basic time step specified via namelist variable dtime, which is used
for tracer transport, numerical diffusion and the fast-physics parameter-
izations.

AT the short time step used within the dynamical core; the ratio be-

tween At and Ar is specified via the namelist variable ndyn_substeps
(namelist nonhydrostatic_nml, number of dynamics substeps), which
has a default value of 5.

At; siow_physics ~ the process dependent slow physics time steps; they should be integer
multiples of At and are rounded up automatically if they are not.

An illustration of the relationship between the time steps can be found in Figure 3.7.
AT

simulation time

>
> o
>
>
e
>

| non-orographic gravity wave drag
|

At
= At advection
|radiation >
I
| convection >
I I
S

| orographic gravity wave drag (SSO)
I

Figure 3.7.: ICON internal time stepping. Sub-cycling of dynamics with respect to trans-
port, fast-physics, and slow-physics. At denotes the time step for transport
and fast physics and A7 denotes the short time step of the dynamical core.
The time step for slow-physics can be chosen individually for each process.

ICON solves the fully compressible nonhydrostatic Navier-Stokes equations using a time
stepping scheme that is explicit except for the terms describing vertical sound wave prop-
agation (see Section 3.5). Thus, the maximum allowable time step A7 for solving the
momentum, continuity and thermodynamic equations is determined by the fastest wave
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in the system — the sound waves. As a rule of thumb, the maximum dynamics time step
can be computed as

Ar=18-10"% Az > | (3.40)
m

where Az is the effective horizontal mesh size in meters (see Equation (2.1)). This implies
that the namelist variable dtime should have a value of

At=9-1073 Az >
m

unless ndyn_substeps is set to a non-default value.

ﬁ Historical remark: Note that historically, A7 rather than At was used as basic
' control variable specified in the namelist, as appears logical from the fact that
a universal rule for the length of the time step exists for A7 only. This was
changed shortly before the operational introduction of ICON in 2015 because
it turned out that an adaptive reduction of A7 is needed in rare cases with
very large orographic gravity waves in order to avoid numerical instabilities.
To avoid interferences with the output time control, the long time step At was
then taken to be the basic control variable, which always remains unchanged
during a model integration. The adaptive reduction of A7 is now accomplished
by increasing the time step ratio ndyn_substeps automatically up to a value
of 8 if the Courant number for vertical advection grows too large.

Additional time step restrictions for At arise from the numerical stability of the horizontal
transport scheme and the physics parameterizations, in particular due to the explicit
coupling between the turbulent vertical diffusion and the surface scheme. Experience shows
that At should not significantly exceed 1000s, which becomes relevant when Az is larger
than about 125 km.

Even longer time steps than At can be used for the so-called slow-physics parameteriza-
tions, i.e. radiation, convection, non-orographic gravity wave drag, and orographic gravity
wave drag. These parameterizations provide tendencies to the dynamical core, allowing
them to be called individually at user-specified time steps. The related namelist switches
are dt_rad, dt_conv, dt_gwd and dt_sso in nwp_phy_nml. If the slow-physics time step
is not a multiple of the advective time step, it is automatically rounded up to the next
advective time step. A further recommendation is that dt_rad should be an integer mul-
tiple of dt_conv, such that radiation and convection are called at the same time'. The
time-splitting is schematically depicted in Figure 3.7.

3.7.2. Fast and Slow Processes

For efficiency reasons, a distinction is made between so-called fast-physics processes, whose
time scale is comparable or shorter than the model time step, and slow-physics processes
whose time scale is considered slow compared to the model time step.

!This behavior is automatically enforced in the current model version.
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3.7 Physics-Dynamics Coupling

Fast-physics processes are calculated at every physics time step At and are treated with
time splitting (also known as sequential-update split) which means that (with exceptions
noted below) they act on an atmospheric state that has already been updated by the
dynamical core, horizontal diffusion and the tracer transport scheme. Each process then
sequentially updates the atmospheric variables and passes a new state to the subsequent
parameterization.

The calling sequence is saturation adjustment — surface transfer scheme — land-surface
scheme — boundary-layer / turbulent vertical diffusion scheme — microphysics scheme,
and again saturation adjustment in order to enter the slow-physics parameterizations with
an adjusted state. The exceptions from the above-mentioned sequential splitting are the
surface transfer scheme and the land-surface scheme. Both take the input at the ‘old’ time
level because the surface variables are not updated in the dynamical core and the surface
transfer coefficients and fluxes would be calculated from inconsistent time levels otherwise.
The coupling strategy is schematically depicted in Figure 3.8.

ﬁ Note that in the actual ICON code, the surface transfer scheme is called at the

very end of the sequence of fast physics processes rather than at the beginning,
as depicted in Figure 3.8. In compensation, the input to the surface transfer
scheme is the ‘new’ time level rather than the ‘old’ one claimed in the text.
Without proof, we claim that this is an equivalent implementation of the more
natural sequence shown in Figure 3.8. The natural sequence would necessitate
the allocation of additional memory for storing the ‘old’ atmospheric state, as
this state is no longer available after the dynamics update due to the inherent
substepping. By calling the surface transfer scheme at the end of the previous
time step, the allocation of additional memory and related data transfer can
be avoided.

Slow-physics processes are treated in a parallel-split manner, which means that they are
stepped forward in time independently of each other, starting from the model state pro-
vided by the latest fast-physics process. In ICON convection, subgrid-scale cloud cover,
radiation, non-orographic and orographic gravity wave drag are considered as slow pro-
cesses. Typically, these processes are integrated with time steps longer than the (fast)
physics time step. The slow-physics time steps can be specified by the user. The result-
ing slow-physics tendencies dv,,/0t, 0T /0t and 0q, /0t with x € [v,c, ] are passed to the
dynamical core and remain constant between two successive calls of the parameterization
(Figure 3.8). Since ICON solves a prognostic equation for 7 rather than T, the tempera-
ture tendencies are converted into tendencies of the Exner function, beforehand. Rather
than treating the moisture tendencies as a forcing term during tracer advection, they are
treated in a time-split manner and added to the updated moisture variables thereafter.

3.7.3. Isobaric vs. Isochoric Coupling Strategies

The physics-dynamics coupling in ICON differs from many existing atmospheric models
in that it is performed at constant density (volume) rather than constant pressure. This is
related to the fact that the total air density p is one of the prognostic variables, whereas
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Figure 3.8.: Coupling of the dynamical core and the NWP physics package. Processes
declared as fast (slow) are treated in a time-split (process-split) manner.

pressure is only diagnosed for parameterizations needing pressure as input variable. Thus,
it is natural to keep p constant in the physics-dynamics interface. As a consequence, heat-
ing rates arising from latent heat release or radiative flux divergences have to be con-
verted into temperature changes using ¢,, the specific heat capacity at constant volume of
moist air. Some physics parameterizations inherited from hydrostatic models, in which the
physics-dynamics coupling always assumes constant pressure, therefore had to be adapted
appropriately.

Moreover, it is important to note that the diagnosed pressure entering into a variety of
parameterizations is a hydrostatically integrated pressure rather than a nonhydrostatic
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3.8 ICON NWP-Physics in a Nutshell

pressure derived directly from the prognostic model variables®. This is motivated by the
fact that the pressure is generally used in physics schemes to calculate the air mass repre-
sented by a model layer, and necessitated by the fact that sound waves generated by the
saturation adjustment can lead to a local pressure increase with height in very extreme
cases, particularly between the lowest and the second lowest model level.

Another important aspect is related to the fact that physics parameterizations traditionally
work on mass points (except for three-dimensional turbulence schemes). While the conver-
sion between different sets of thermodynamic variables is reversible except for numerical
truncation errors, the interpolation between velocity points and mass points potentially
induces errors. To minimize them, the velocity increments, rather than the full velocities,
coming from the turbulence scheme are interpolated back to the velocity points and then
added to the prognostic variable v,,.

3.8. ICON NWP-Physics in a Nutshell

An in-depth description of the physical parameterization package for NWP is beyond the
scope of this document. However, the following section provides a short introduction to
the available parameterizations and references for further reading.

Table 3.4 contains a summary of physical parameterizations available in ICON (NWP-
mode). In what follows, an outline (executive summary) of the parameterization schemes
is given.

3.8.1. Radiation

Section author

S. Schafer, DWD Physical Processes Division

Radiation is a crucial component that drives weather and climate from microscopical to
global scales: Heating by absorption of radiation and cooling by emission determine local
and global temperature and gradients, which in turn drive dynamics and physical processes.
While some other physical effects occur locally, radiation travels throughout the depth
of the atmosphere, therefore the entire atmospheric column has to be considered when
calculating local radiative fluxes. Both visible or shortwave radiation from the sun and
thermal or longwave radiation emitted within the Earth system interact with atmospheric
gases, aerosols, clouds and the surface.

Radiative transfer models for the atmosphere consist of multiple components: opti-
cal property parameterizations for each atmospheric component and the surface, and
a radiation solver that calculates how radiation travels through the optical medium.
The new radiation scheme ecRad (Hogan and Bozzo, 2018; implementation in ICON:
Rieger et al., 2019) allows choices for each component individually, while the radiation
scheme itself is chosen with inwp_radiation=1 for ICON’s RRTM radiation scheme

2Note that the (surface) pressure available for output is as well the hydrostatically integrated pressure
rather than a nonhydrostatic pressure derived directly from the prognostic model variables.
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Scheme

RRTM (Rapid Radiative Transfer Model)
Mlawer et al. (1997), Barker et al. (2003)
ecRad

Hogan and Bozzo (2018)

Wave dissipation at critical level

Orr et al. (2010)

Lott and Miller scheme

Lott and Miller (1997)

Diagnostic PDF

M. Kéhler et al. (DWD)

All-or-nothing scheme (grid-scale clouds)

Single-moment scheme

Doms et al. (2011), Seifert (2008)
Double-moment scheme

Seifert and Beheng (2006)

Mass-flux shallow and deep

Tiedtke (1989), Bechtold et al. (2008)
Prognostic TKE (COSMO)
Raschendorfer (2001)

EDMF-DualM (Eddy-Diffusivity/Mass-Flux)

Kaohler et al. (2011), Neggers et al. (2009)
3D Smagorinsky diffusion (for LES)

Tiled TERRA

Schrodin and Heise (2001), Schulz et al. (2016)

Flake: Mironov (2008)

Sea-ice: Mironov et al. (2012)

Settings

inwp_radiation=1

inwp_radiation=4

inwp_gwd=1

inwp_sso=1

inwp_cldcover=1

inwp_cldcover=5

inwp_gscp=1, 2

inwp_gscp=4

inwp_convection=1

inwp_turb=1

inwp_turb=3

inwp_turb=5

inwp_surface=1

1lake=.TRUE.

lseaice=.TRUE.

Table 3.4.: Summary of ICON’s physics parameterizations for NWP, together with the
related namelist settings (namelist nwp_phy_nml). Parameterizations which
are used operationally (at 13km horizontal grid spacing) are indicated by M.
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and inwp_radiation=4 for ecRad (Namelist nwp_phy_nml). Using ecRad requires the
Compiler-Flag -enable-ecrad in the config command before compiling, and setting the
namelist parameter ecrad_data_path (Namelist radiation_nml). The necessary files are
contained in ‘<ICON-directory>/externals/ecrad/data’. Since both the whole col-
umn and multiple spectral wavelengths have to be considered, the radiation calculation
has to be simplified to be practical. Thus, radiation schemes for global weather and climate
models neglect horizontal radiative transfer and treat only the vertical dimension. Clouds
have a particularly strong radiative effect, and can vary on scales smaller than the model
grid-boxes, therefore radiation is calculated once for the clear-sky part of each grid-box
and once for the cloudy part.

In the spectral dimension, the strongest variability is due to atmospheric gases, which can
absorb and emit radiation of particular, sharply defined wavelengths, according to their
molecular properties. The optical properties of cloud particles, aerosol and the surface
also depend on the wavelength, but vary more slowly. ICON’s RRTM radiation scheme
and ecRad both use the RRTM (Rapid Radiative Transfer Model Mlawer et al., 1997)
gas optics scheme. The spectral range is divided into 30 spectral bands (16 bands in
the longwave spectrum and 14 bands in the shortwave spectrum), and cloud, surface
and aerosol optical properties are described within each band. The bands are subdivided
into sub-intervals with similar gas properties, termed g-points. This so-called correlated-k
method strongly reduces computational costs with an accuracy comparable to spectrally
more detailed line-by-line models. Since we only consider up- and downwelling radiation,
the optical properties are integrated for all angles within a hemisphere, reducing the optical
parameters that are needed to optical depth, single scattering albedo and asymmetry factor
(of scattering).

Cloud particle optical properties depend on the amount of water or ice, on the particle size
and particle shape. Since cloud particles often have sizes similar to the visible or thermal
wavelength ranges, scattering by particles varies strongly according to scattering angle
and to the ratio of particle size to wavelength (Mie scattering). For given particle shape
and size, this complex function can be approximated numerically. Cloud optical property
parameterizations have to make an assumption on cloud particle shape. While liquid water
particles are spherical, real ice particles can have a variety of shapes, so that ice shape
assumptions are uncertain, and vary between parameterizations. Using these assumptions,
the cloud optics parameterization provides optical properties depending on particle size
(which is parameterized within ICON) and wavelength. In ecRad, several cloud water
and ice optics parameterizations are available (namelist parameters iliquid_scat and
iice_scat in radiation_nml).

For aerosol, optical properties are directly provided as an input to the radiation scheme. In
operational settings, we use fixed global aerosol distributions from climatologies. Similarly,
surface optical properties are provided to ICON in an external parameter file, based on
satellite observations of the surface.

All of these optical properties are provided to the radiation solver, which calculates reflec-
tion, transmission and internal radiation sources in each grid-box and model layer, and
the resulting amount of up- and downwelling radiation at each height, for cloudy and clear
sky. Vertical overlap of cloudy and clear regions between neighboring layers is parameter-
ized according to overlap assumptions (Hogan and Illingworth, 2000, chosen by namelist
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parameter icld_overlap in radiation_nml). Operationally, ICON uses the exponential-
random overlap assumption, meaning clouds with clear layers in-between are uncorrelated,
while the overlap in continuous clouds decreases exponentially with vertical distance. Since
cloud absorption and reflection depend non-linearly on cloud optical depth, the variability
of thick and thin cloud in a grid-box also has an effect. Highly variable clouds interact less
strongly with radiation than homogeneous clouds that contain the same amount of water.
This effect can be parameterized roughly by reducing cloud optical depth to compensate
(ICON’s RRTM radiation uses a factor of 0.8). In ecRad, the variability is captured by
dividing the cloudy region into two or more sub-regions with different cloud optical depths.
One method to do this in a numerically efficient way is the Monte Carlo Independent Col-
umn Method (McICA, Pincus et al., 2003), which only calculates the radiative transfer for
one spectral band in each sub-column. The distribution of the bands over the sub-columns
introduces random noise, but no bias. Since this McICA method is comparatively cheap,
it is the default method used, However, ecRad also provides a choice of other solvers with-
out random noise: Tripleclouds, and SPARTACUS, which also approximately accounts for
sub-grid horizontal transfer. The solver and further namelist parameters specific to ecRad
are set in the module /src/atm_phy_nwp/mo_nwp_ecrad_init and are described in the
ecRad documentation (https://confluence.ecmwf.int/display/ECRAD).

From the radiative fluxes, radiative heating and cooling is calculated, which feeds back
into dynamics and physics. Despite the simplifying assumptions, radiation is still one of
the most expensive parts of the model. Hence, radiation is calculated only on a coarser
radiation grid (see Section 3.10) and at a coarse radiation time step dt_rad (see Sec-
tion 3.7.1). However, radiative heating rates are updated more frequently, so that they
better represent the diurnal cycle of incoming solar radiation.

3.8.2. Saturation Adjustment

Section author

In ICON;, the atmospheric state which enters the fast physics parameterizations has already
been updated by the dynamical core (see Figure 3.8). As a consequence it is no longer
guaranteed that vapor and liquid phase are in equilibrium. Hence supersaturated but
cloud-free regions might exist, as well as sub- or supersaturated but cloudy ones.

The aim of a saturation adjustment scheme is to adjust the temperature and water vapor
mixing ratio to perfect saturation in supersaturated regions. In subsaturated but cloudy
regions, cloud water is evaporated until either saturation is reached or all cloud water is
evaporated. From a cloud microphysical point of view the saturation adjustment scheme
describes the processes of condensation and evaporation of cloud droplets.

In atmospheric models this adjustment process is usually treated isobarically. In ICON,
however, it is treated isochorically, which is a consequence of ICON’s physics-dynamics
coupling strategy.

We start the description of the saturation adjustment scheme with a short derivation of the
temperature equation emphasizing the difference between the enthalpy (constant pressure)
and internal energy (constant volume) formulation and including water vapor and liquid
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water. For a more complete derivation of the prognostic temperature equation see, e.g.,
Doms and Baldauf (2018).

To derive the prognostic temperature equation one uses the specific internal energy v or the
specific enthalpy h = u+pv as a starting point. While the internal energy is appropriate for

processes at constant volume, enthalpy would be chosen for processes at constant pressure.

The prognostic temperature equation is derived as an expansion of either h or u as a
function of temperature 7T', mass fractions of dry air ¢4, water vapor ¢, and liquid water
qe and either specific volume v or pressure p.

dh_ O\ dp Oh| T~ Oh| dag
dt  Oplp, dt  OT|,  di sl Oqy |, 7 dt
du_oul v ou| T~ ou| da
dt ov T dt oT . dt Wyl oq 0. T dt
With
o
voor Py Q.
o O
AT, .,

and ) g = 1 and no phase transitions involving dry air, and therefore dg,/dt = —dq,/dt,
we find:

dh  Oh| dp  dT dg,
o or o't O (hy— hy)
dt 8pT7qkdt+cpdt+(£ Var
du  Ou dv dr dqy
B Gulg, d T TGy

Now we use conservation of energy, i.e. dh = 0 or du = 0, and constant pressure or constant
volume respectively, and find:

T dgy
= (e —ho)—" = Leo ], = : A1
¢p—r = —(he = ho) = = Leoly,  p = const (3.41)
T dge _ 5 _
Cv% —(ug — UU)E = LyyIy, V = const. (3.42)

The Ly, or f/gv are the latent heats of vaporization and Iy = dq,/dt is the condensation rate
and also known as the 'Phasenfluss’ (in German). The usual latent heat of vaporization
given in most textbooks is the Ly, or the enthalpy of vaporization. At 0°C it has a value
of Ly, 0 = 2.501 x 109 J kg~!. The corresponding internal energy of vaporization Ly, can
be derived from hj = up + pvi and with vy < vg and pv, = R,T we find

f/év = Loy — pvy = Lpy — R,T

Saturation adjustment is a parameterization of condensation which assumes that vapor
and liquid phase are in equilibrium, i.e., by saturation adjustment we want to ensure or
realize this equilibrium. Therefore we simply assume that the final state with temperature

97

c
8
prs
Qo
‘=
(@)
(7]
Q
()
o]
<
s
™




=
S
=%
o
w)
@
(72}
0
=k
!
=,
S
S

ICON Model Tutorial

Ty has a vapor mass fraction of ¢, 1 = ¢sqt(771) inside the cloud, i.e., whenever g, > 0. From
the temperature equation at constant volume (3.42) we find

Cvd(TI - TO) + IA/ZU(Qsat(Tl) - QU,O) =0.

Note that we have now replaced ¢, by the specific heat of dry air at constant volume c,q
and, hence, made the usual approximation to neglect the differences in the specific heats
between dry air, vapor and liquid water in the temperature term. This is justified because
¢» and ¢; are usually small.

This equation is solved for 77, e.g., using a Newton iteration

F(T7)
MGON

n+l _ m
T+ =T —

with

~ 1) —
F(T1) =T\ —To+ L gsar(T1) = oo Cl) do,0
vd

Ley d
F/(Tl) — 1 + ﬂ QSat )
Cyd dT T=T,

In ICON the iteration is stopped if either |T7""! — 77| < 1E — 3K, or if the number of
iterations exceeds a hard-coded maximum maziter = 10. Regarding the internal energy
of vaporization Ly, we actually use

Lio(T) = Loy + (cpo — ) (T = Ty) — R,T .

Hence, in addition to the R,T term arising from the Legendre transformation to internal
energy as discussed above, we take into account the linear temperature dependency of the
latent heat of vaporization according to Kirchhoff’s equation?

8L€v
oT

_ 0h,
P,k aT

_ Ol
P, qk 8T

= va —Cl.
P, qk

This is consistent with the assumption of water vapor as an ideal gas with constant specific
heat capacity.

3.8.3. Cloud Microphysics

Section author

A. Seifert, DWD Physical Processes Division

Microphysical schemes provide a closed set of equations to calculate the formation and
evolution of condensed water in the atmosphere. The most simple schemes predict only the
specific mass content of certain hydrometeor categories like cloud water, rain water, cloud
ice and snow. This is often adequate, because it is sufficient to describe the hydrological

3see e.g. http://glossary.ametsoc.org/wiki/Kirchhoff’s_ equation
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cycle and the surface rain rate, which is the vertical flux of the mass content. Microphysical
schemes of this category are called single-moment schemes.

In ICON two single-moment schemes are available, one that predicts the categories cloud
water, rain water, cloud ice and snow (inwp_gscp=1 in the namelist nwp_phy_nml), and
the other that predicts in addition also a graupel category (inwp_gscp=2). Graupel forms
through the collision of ice or snow particles with supercooled liquid drops, a process called
riming.

Most microphysical processes depend strongly on particle size and although the mean size
is usually correlated with mass content this is not always the case. Schemes that predict
also the number concentrations have the advantage that they provide a size information,
which is independent of the mass content. Such schemes are called double-moment schemes,
because both, mass content and number concentration, are statistical moments of the
particles size distribution.

ICON does also provide a double-moment microphysics scheme (inwp_gscp=4), which
predicts the specific mass and number concentrations of cloud water, rain water, cloud
ice, snow, graupel and hail. This scheme is most suitable at convection-permitting or
convection-resolving scales, i.e., mesh sizes of 3 km and finer. Only on such fine meshes
the dynamics is able to resolve the convective updrafts in which graupel and hail form.
On coarser grids the use of the double-moment scheme is not recommended.

To predict the evolution of the number concentrations the double-moment scheme includes
various parameterizations of nucleation processes and all relevant microphysical interac-
tions between these hydrometeor categories. Currently all choices regarding, e.g., cloud
condensation and ice nuclei, particle geometries and fall speeds etc. have to be set in the
code itself and can not be chosen via the ICON namelist.

3.8.4. Cumulus Convection

Section author

D. Klocke, DWD Physical Processes Division

Convection is an important process in the atmosphere by contributing to forming the large-
scale circulation to local heavy precipitation through thunderstorms. Parameterizations of
atmospheric moist convection provide the effect of an ensemble of sub-grid convective
clouds on the model column as a function of grid-scale variables. The schemes vertically
mix heat, moisture and momentum. They convert available potential energy into kinetic
energy and produce precipitation as a result of atmospheric instability.

Three steps are taken. First, it is determined if the grid-scale conditions allow for the
occurrence of convection in the column, and a decision is taken if convection is triggered. In
the second step, the tendencies of heat, moisture and momentum changes are determined
with a cloud model, which represents an ascending parcel and its interactions with the
environment. Finally the closure decides on the strength of the convection by determining
the amount of energy to be converted, which is linked to precipitation amount generated
by the convection scheme.
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In ICON a bulk mass flux convection scheme is available inwp_convection=1(in the
namelist nwp_phy_nml), which treats three convective cloud types. Only one type - shal-
low, mid-level or deep convection - can exist at a time in a column, which is decided
upon by the trigger function. All three types of convection use a cloud model representing
an ascending plume mixing with its environmental air. The cloud base mass flux closure
differs between the three convection types, with a CAPE (convective available potential
energy) based closure for deep convection, a boundary layer equilibrium closure for shal-
low convection, and a large-scale omega (vertical velocity in pressure coordinates) based
closure for mid-level convection.

The full convection scheme can generally be used for horizontal grids coarser than 5km,
as some resolution dependent adjustments are implemented for grid spacings smaller than
20 km. For convection permitting simulations (1 —3 km horizontal grid spacing) the largest
convective clouds can be resolved by the model and the parameterization parts treating
deep and mid-level convection can be switched off (1shallowconv_only=.TRUE. in the
namelist nwp_phy_nml).

The implemented scheme represents a branch of the Tiedtke-Bechtold convection scheme
used in the IFS model. For further reading we refer to Bechtold et al. (2008), Tiedtke (1989),
Bechtold (2017), ECMWEF (2017). Similar to the operational IFS scheme it contains an
improved CAPE closure for deep convection (Bechtold et al., 2014) in order to improve the
representation of the diurnal cycle of convection over land (icapdcycle>0 in the namelist
nwp_phy_nml). Note that in the operational ICON scheme the modified closure is only
applied over land and latitudinally restricted to the tropics (icapdcycle=3).

3.8.5. Cloud Cover

Section author

M. Kohler, DWD Physical Processes Division

To prepare optical properties of clouds for the radiative transfer it is necessary to determine
the best estimate of cloud cover, cloud water and cloud ice as well as the precipitation
quantities, such as snow, rain and graupel if those are required by the radiation calculation.
Note that there are various assumptions in the ICON model on the subgrid distribution
of water, such as the up/down/subsidence regions in convection, a uniform distribution in
microphysics, and a Gaussian distribution in turbulence.

The aim of the diagnostic cloud cover scheme is to combine information from the dif-
ferent parameterizations mentioned above: turbulence, convection and microphysics. The
turbulence scheme provides the sub-grid variability of water due to turbulent motions, the
convection scheme detrains cloud into the anvil and the microphysics scheme describes the
supersaturation due to ice, in other words, the distribution between ice and vapor in cold
situations.

The turbulent variability of water is at the moment prescribed by using a top-hat total
water (the sum of water vapor ¢,, cloud water ¢., and cloud ice g;) distribution with a
fixed width of 10% of total water. Work is in progress to replace this crude assumption
with the total water variance from the turbulence scheme.
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The split between water vapor and cloud ice as determined from the microphysics scheme
is replicated in the diagnostic cloud scheme for the turbulent component of ice clouds.

The convective anvil is calculated by writing an equation for the evolution of cloud cover
that depends on the detrainment of volume (from the convection scheme) and a decay
term with a fixed decay time-scale (taken as 30 min). The diagnostic assumption means
that we can neglect the tendency term on cloud cover so that we arrive simply at the
diagnostic anvil cloud cover that is purely a function of detrainment and decay time-scale.
The liquid and ice cloud water is taken also from the convective updraft properties.

In the end the turbulent and convective clouds are combined with a simple maximum
function.

To emphasize, the cloud cover scheme takes into account the subgrid variability of water
and therefore the associated distribution in water vapor, cloud liquid water and cloud
ice (optional 3D diagnostic output variables tot_qv_dia, tot_qc_dia, tot_qi_dia and
their vertically integrated counterparts tqv_dia, tqc_dia, tqi_dia). They are not equal
to their prognostic grid-scale equivalents (standard output variables qv, qc, qi), yet the
sum of all three water quantities is kept the same. This cloud information is then passed
to the radiation, where additional assumptions are made on the vertical overlap of clouds.

3.8.6. Turbulent Diffusion

Section authors

M. Koéhler and M. Raschendorfer,
DWD Physical Processes Division

TKE Scheme for Turbulence.

The TKE turbulence scheme consists of two components: one describing the free tropo-
sphere, and the other for the surface layer.

TURBDIFF. The turbulence scheme TURBDIFF developed by Raschendorfer (2001) is
based on a 2"?-order closure on level 2.5 according to Mellor and Yamada (1982) (MY-
scheme). In this scheme, all pressure correlation terms and dissipation terms, being present
in the system of 2"%-order equations for all the turbulent (co-)variances that can be built
from the dynamically active prognostic model variables, are expressed by the standard
closure assumptions according to Rotta (1951a,b) and Kolmogorov (1968) valid for quasi-
isotropic turbulence. These dynamically active model variables are the horizontal wind
components v and v, vertical wind speed w, a variable related to inner energy (like abso-
lute temperature T, potential temperature  or virtual potential temperature 6, ), specific
humidity ¢, and at least one cloud water variable g. (which is a mass fraction and may be
split into liquid ¢; and frozen ¢; cloud water).

Among these 2"¥-order moments, only the trace of the turbulent stress tensor, which is
twice the Turbulent Kinetic Energy (TKE), is described by a prognostic equation. Each of
the remaining 2"?-order equations (for the elements of the remaining trace-less stress tensor
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and for the other 2"%- order moments) is simplified as diagnostic source term equilibrium
being a linear equation in terms of the governing statistical moments.

Further, correlations between any model variable and source terms of scalar model vari-
ables are neglected in these equations. However, by choosing quasi-conserved scalar vari-

ables (total water content ¢ = ¢, + ¢. and liquid-water potential temperature 6, =
60— CI;C qc), these correlations are taken into account implicitly as far as local condensation
d

and evaporation within liquid non-precipitating clouds is concerned. Hence, TURBDIFF
is a moist turbulence scheme, which includes the effect of these sub-grid scale phase tran-
sitions. The required conversion of turbulent fluxes of these conserved variables into those
of absolute temperature, specific humidity and liquid water content is performed by means
of turbulent saturation adjustment, assuming a Gaussian distribution-function for local
saturation-deficiency according to Sommeria and Deardorff (1977).

Finally, application of the horizontal boundary layer approximation reduces the linear
system of diagnostic 2nd-order equilibrium equations to a single column scheme with
only two equations for two diffusion coefficients (one for horizontal wind components and
another for scalar variables), which both are proportional to the square root of TKE
and an integral turbulent length scale. This length-scale rises with height above ground
according to Blackadar (1962) with a further limitation related to the horizontal grid scale.
The desired vertical turbulent fluxes of any prognostic variable can then be calculated by
multiplying the (negative) vertical gradient of the latter with the associated diffusion
coefficient.

One main extension of TURBDIFF (compared with a moist MY-scheme) is the formal
separation of turbulence from a possible non-turbulent part of the subgrid-scale energy
spectrum. This separation is related to additional scale-interaction terms in the prognostic
TKE equation, which describe additional shear production of TKE by the action of other
non-turbulent sub-grid-scale flow patterns (such as wakes generated by sub-grid-scale orog-
raphy, convective currents or separated horizontal circulations). Through this formalism,
the scheme describes Separated Turbulence Interacting with non-turbulent Circulations
(STIC), which allows for a consistent application of turbulence closure assumptions, even
though other sub-grid-scale processes may be dominant within a grid cell. Due to this
extension, the scheme is applicable also above the boundary layer and for very stable
stratification. The Eddy Dissipation Rate (EDR) calculated by TURBDIFF can even be
used to forecast the intensity of Clear Air Turbulence (CAT).

TURBTRAN. The turbulence scheme TURBDIFF is closely related to the scheme
TURBTRAN developed by Raschendorfer (2001) for the surface-to-atmosphere transfer
(SAT), which calculates transport resistances for fluxes of prognostic model variables at
the surface of the Earth. Figure 3.9 illustrates the corresponding sub layers of the surface
layer. In TURBTRAN, a constant flux approximation is applied to the sum of turbulent
and laminar vertical fluxes within the transfer layer (between the rigid surface and the
lowest atmospheric main level of the model). By application of the turbulence scheme at
the top of the lowest atmospheric layer as well as the bottom of this layer (which is the top
of the near surface roughness layer being intersected by roughness elements), a vertical
interpolation function for the turbulent diffusion coefficient is derived between these two
levels and is extrapolated down to the rigid surface. With this preparation, a vertical in-
tegration of the flux gradient representation across the transfer layer provides the desired
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“Z | vertical coordinate ‘

| top of lowest atmospheric model layer |
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— atmospheric model | lowest atmospheric main level P
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1 laminar layer close to the
d rigid surface >

| top of the roughness layer |

| rigid surface | y

| horizontal grid domain l

Figure 3.9.: Surface layer as described in the parameterization TURBTRAN of Raschen-
dorfer (2001).

transport resistances for the final bulk representation of SAT fluxes. With this formulation,
scale interaction terms considered through STIC in the turbulence scheme also affect the
transfer resistances; and hence, some additional mixing is automatically introduced for
very large bulk Richardson numbers, as soon as non-turbulent sub-grid-scale motions are
present.

Further, with the described procedure, the determination of a specific roughness length
for scalars is substituted by a direct calculation of the partial resistance of scalar transfer
through the laminar layer and the roughness layer. This partial resistance is dependent on
the near-surface model variables, the aerodynamic roughness length and the Surface Area
Index (SAI), which is a measure of the surface area enlargement by land use.

TURBDIFF and TURBTRAN are the default schemes for atmospheric turbulence and
SAT, respectively, in ICON, and they correspond to inwp_turb =1 (namelist nwp_phy_nm1).
While TURBTRAN provides the transfer resistances for scalars and horizontal wind com-
ponents, the final surface fluxes of water vapor and sensible heat are determined in TERRA
as a result of updated surface values for ¢, and (in case of the upcoming implicit treatment
of surface temperature) also for T'. Based on these surface fluxes, an implicit equation for
vertical diffusion is solved as a final part of TURBDIFF. In this procedure also horizontal
momentum and TKE is included, while for these 3 quantities the respective surface con-
centration is used as a lower boundary condition. Currently, a lower zero-concentration
condition is applied for cloud-water and —ice, which is always related to a downward flux
for these quantities. For vertical diffusion of passive tracers, the diffusion coefficient for
scalars is applied, and the lower boundary condition can be specified individually. Al-
though the effect of local condensation and evaporation is considered in the solution of
2nd —order equations, and hence, can amplify the intensity of turbulent vertical mixing,
the direct effect of these additional thermodynamic source-terms in the grid-scale budgets
of heat, water vapor and liquid water is not yet considered.
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In the namelist turbdiff_nml several parameters or selectors for optional calculations
related to both schemes can be specified. Through this, TURBDIFF can also be config-
ured as a 3D-turbulence scheme, calculating additionally horizontal shear and providing
also horizontal diffusion coefficients. This horizontal shear is the sum of related turbulent
shear by the mean flow itype_sher>0 and (if ltkeshs=.TRUE.) of additional shear by
larger sub-grid scale non-turbulent horizontal circulations (SHS), which are, for their part,
generated by shear of the mean flow, but are formally separated from isotropic turbulence
in the framework of STIC. Similarly, each horizontal diffusion coefficient is the sum of the
isotropic turbulent diffusion coefficient and an optional additional one related to SHS, pro-
vided that this STIC term is active (1tkeshs=.TRUE. ). However, in ICON, the calculation
of horizontal diffusion is not yet connected with these non-isotropic diffusion coefficients
from TURBDIFEF. Rather, for the time being, isotropic diffusion coefficients calculated by
a Smagorinsky formulation are automatically used for 3D diffusion.

DualM EDMF for Turbulence and Shallow Convection

The Eddy Diffusivity Mass Fluz (EDMF) approach - operational at ECMWF (Kéohler et al.,
2011) - is based on the decomposition of the turbulent transports proposed by Siebesma
and Cuijpers (1995) into eddy diffusivity and mass-flux components. This is based on the
idea of unifying the eddy diffusivity and mass-flux concepts that are used in many NWP
and climate models within one unified solver. When generalizing to multiple updrafts M;
one arrives at the following equation for the flux of a scalar quantity ¢:

N oo -
W = K904 Y M3~ 6).

Here, the mass flux is M; = a;(w}’ — W) and K is the diffusion coefficient. The averaging
operators 5’: and ¢e act on the updraft and environment fractions, respectively.

To arrive at this equation two assumptions are applied: (i) updraft fraction is small a < 1
and (ii) the flux within the environment w/¢." can be approximated by K-diffusion.

The DualM framework by Neggers et al. (2009) postulates that two mass-fluxes are suf-
ficient to treat the transition from a dry boundary layer to stratocumulus and shallow
cumulus. In particular one dry mass-flux stops at cloud base, while the second moist mass-
flux reaches to cloud top. The continuous area partitioning between the dry and moist
updraft is a function of moist convective inhibition above the mixed layer top. Updraft
initialization is a function of the updraft area fraction and is therefore consistent with the
updraft definition. It is argued that the model complexity thus enhanced is sufficient to
allow reproduction of various phenomena involved in the cloud—subcloud coupling, namely
(i) dry countergradient transport within the mixed layer that is independent of the moist
updraft, (ii) soft triggering of moist convective flux throughout the boundary layer, and
(iii) a smooth response to smoothly varying forcings, including the reproduction of gradual
transitions to and from shallow cumulus convection.
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Smagorinsky-Lilly for LES Application

The 3D sub-grid model of Smagorinsky (1963) with the stability correction of Lilly (1962)
is implemented for LES applications. This scheme writes the eddy viscosity K, as

m = (CSA)Z ‘S’ Cg,

with the Smagorinsky constant Cj, the filter width A, the norm of the strain rate tensor
|S| and the stability correction factor Cp.

The filter width is taken to be A = (A:):AyAz)%. The strain rate tensor is defined as

1 /0u; Ou;
Sii == 2,
=5 (axj * axi>
whose calculation requires special care due to the triangular grid in ICON. A metric

correction has been developed that treats the horizontal gradients over a sloped orography
given a terrain-following coordinate correctly. The norm of S;; is

|S] = \/25:;Sij -

The stability correction factor Cp is given by

NI

Cp=(1-Ri/Pr)

with the gradient Richardson number Ri = % and the buoyancy frequency N? = %%.

The Smagorinsky constant usually has the value of Cs = 0.1 —0.2. In the ICON implemen-
tation Cy is set by default to smag_constant =0.23 (namelist les_nml) and the Prandtl
number Pr; to turb_prandtl =0.333 (namelist les_nml).

3.8.7. Sub-grid scale orographic drag
Section authors

J.-P. Schulz, DWD Numerical Models Division
M. Kohler, DWD Physical Processes Division
S. Borchert, DWD Numerical Models Division

ICON treats the entire sub-grid scale orographic drag with one model based on the work of
Lott and Miller (1997). Other NWP models treat scales smaller than ~ 5km with different
ansatzes, for example with the help of turbulent orographic form drag formulations of the
use of an effective roughness length that determines the conductivity of the surface for
momentum fluxes between the atmosphere and the Earth.

The motivation for the implementation of a sub-grid scale orographic drag model into
ICON traces back to experience with the COSMO model. When the 7-km EU domain
of the operational COSMO model at DWD was expanded in order to cover almost all
Europe (see Schulz, 2006), it turned out that the surface pressure in the model forecasts
became systematically biased. In particular, in wintertime high pressure systems of the
model atmosphere tended to develop a positive pressure bias, by 1 to 2 hPa after 48 h, low
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pressure systems a negative bias (“highs too high, lows too low”). At the same time the
wind speed tended to be overestimated by up to 1 ms~! throughout the entire troposphere.
The wind direction near the surface showed a positive bias.

The combination of these deficiencies led to the hypothesis that in the model there is too
little surface drag, causing an underestimation of the cross-isobar flow in the planetary
boundary layer. Consequently, the solution would be to increase the surface drag in the
model. This may be accomplished, for instance, by introducing an envelope orography
(Wallace et al., 1983, Tibaldi, 1986), but this has unfavorable effects, e.g., for the simulated
precipitation. Another option is the inclusion of sub-grid scale orographic (SSO) effects,
which were neglected in the COSMO model before. The SSO scheme by Lott and Miller
(1997) was selected for this purpose. Its implementation in the COSMO-EU model is
described in Schulz (2008), and was later transferred to the ICON model.

The SSO scheme by Lott and Miller (1997) deals explicitly with a low-level flow which
is blocked when the sub-grid scale orography is sufficiently high. For this blocked flow
separation occurs at the mountain flanks, resulting in a form drag. The upper part of
the low-level flow is lead over the orography, while generating gravity waves®. In order to
describe the low-level flow behavior in the SSO scheme a non-dimensional height H, of
the sub-grid scale mountain is introduced

———Fr_l,
U]

H,
where H is the maximum height of the mountain, |U| is the wind speed and N is the
Brunt-Vaiséla frequency of the incident flow. The latter is defined by

g 06
N =\/Z—
00z’
where 6 is the potential temperature, g the acceleration of gravity and z the height coor-
dinate. H,, may be also regarded as an inverse Froude number Fr~! of the system “flow

round a mountain”.

A small H,, means that there is an unblocked regime, all the flow goes over the mountain
and gravity waves (GWs) are forced by the vertical motion of the fluid. A large H,, means
that there is a blocked regime, the vertical motion of the fluid is limited and part of the
low-level flow goes around the mountain. The SSO scheme requires four external param-
eters, which are the standard deviation SSO_STDH, the anisotropy SSO_GAMMA, the slope
SSO_SIGMA and the geographical orientation SSO_THETA of the sub-grid scale orography.
Following Baines and Palmer (1990) these are computed by ExtPar (see Section 2.4.1) from
the GLOBE data set (GLOBE-Task-Team, 1999), which has a resolution of approximately
1 km.

Four tuning parameters in the namelist nwp_tuning_nml control the SSO scheme (see
Figure 3.10). First, the critical Froude number Fr, = tune_gfrcrit, which has a twofold
effect. The larger its value the higher the likelihood for low-level blocking to occur, since
it is activated only where F'r < Fr.. Conversely, where Fr > Fr. all flow goes over the
mountain and the entire stress is associated with GW radiation. In addition, if blocking is

4Propagating, coherent structures consisting of buoyancy and inertial oscillations.
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Sub-grid scale orographic drag Non-orographic
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Figure 3.10.: Left: Schematic illustration of the two elements of sub-grid scale orographic
drag: First, the low-level blocking, where the horizontal flow (orange) is
forced to flow around the sub-grid scale orography (SSO, colored gray). Sec-
ond, the gravity wave drag on the flow forced to overflow the SSO, and on
the flow at higher altitudes, where the radiated gravity waves (white-blue)
break. (Following Figure 1 in Lott and Miller (1997).) Right: Schematic
illustration of the non-orographic gravity wave drag.

active, F'r. controls the thickness of the blocking layer relative to the mountain height (the
larger Fr. the larger the layer thickness). Its default value is 0.4. Operational simulations
with horizontal mesh sizes of 13 km and 40 km use the values 0.333 and 0.425, respectively.
Second and third, the magnitudes of the SSO drag and the GW drag are directly propor-
tional to the parameters tune_gkwake and tune_gkdrag, respectively. The default values
are 1.5 and 0.075. Different from this, operational simulations with 13 km horizontal mesh
size use tune_gkwake = 1.8 and tune_gkdrag = 0.09. Finally, the critical Richardson
number Ri. = tune_grcrit is a control parameter for the onset of GW breaking. If the
Richardson number of the resolved atmospheric state plus the unresolved GWs

2
N tot

R = oo JOA

where u denotes the horizontal wind vector, falls below Ri., the flow configuration becomes
unstable and the GWs break (partly). This process is accompanied by a drag effect on the
resolved horizontal flow. Combined with the rule of thumb that R¢ decreases with height if
GWs are present, this means that the larger the value of Ri. the lower the altitude where
the radiated GWs tend to break and exert a drag. The default value is 0.25.

The scheme computes tendencies of the horizontal wind and the temperature. A detailed
description can be found in ECMWE (2018a).
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3.8.8. Non-orographic gravity wave drag
Section authors

M. Koéhler, DWD Physical Processes Division
S. Borchert, DWD Numerical Models Division

All kinds of (synoptic-scale) atmospheric flow structures (e.g., fronts, convection, jet
streams) can develop imbalances that force air parcels to oscillate (vertically) and ra-
diate gravity waves (GWs). The interaction of these non-orographically forced GWs with
the atmospheric background flow is assumed to be significant in the middle and upper
atmosphere, and is consequently of interest for models that cover this region (e.g., the
operational global ICON configuration with its model top at 75km). If the synoptic scale
flow (be it resolved or unresolved by the model) would force GWs, whose horizontal and
vertical wave lengths would be smaller than the horizontal and vertical grid mesh sizes,
they cannot be resolved by the model. But yet this unresolved part of the GW spectrum
could have a significant impact on the resolved flow, and is therefore parameterized (see
Figure 3.10).

The parameterization implemented in ICON follows the ansatz of Scinocca (2003) and
McLandress and Scinocca (2005), which in turn is based on the work of Warner and
Mclntyre (1996) to which the simplifying assumption of a hydrostatic, non-rotational
atmosphere has been applied. The parameters of this scheme have been optimized following
Ern et al. (2006). Details can be found in Orr et al. (2010).

The mechanisms of non-orographic GW forcing can be relatively complex and are not
completely understood. For this reason the parameterization assumes a constant source of
GWs. The amount of GWs radiated by this idealized source is directly proportional to the
namelist parameter tune_gfluxlaun (nwp_tuning_nml). Its default value is 0.0025 Pa.

The scheme computes tendencies of the horizontal wind and the temperature. A detailed
description can be found in ECMWE (2018D).

3.8.9. Lake Parameterization Scheme FLake

Section author

D. Mironov, DWD Physical Processes Division

Lakes significantly affect the structure and the transport properties of the atmospheric
boundary layer. The interaction of the atmosphere with the underlying surface strongly
depends on the surface temperature.

In numerical weather prediction (NWP), a simplified approach is often taken that amounts
to keeping the water surface temperature constant over the entire forecast period. This
approach is to some extent justified for ocean and seas. It is hardly applicable to lakes where
diurnal variations of the water surface temperature reach several degrees. The situation is
even more grave for frozen lakes as the diurnal variations of the ice surface temperature
may exceed ten degrees.

Initialization of the NWP model grid boxes that contain water bodies also presents con-
siderable difficulties. When no observational data for some grid boxes are available, those
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grid boxes are initialized by means of interpolation between the nearest grid-boxes for
which the water surface temperature is known (the interpolation procedure may account
for some other variables, e.g., two-meter temperature over land). Such procedure is ac-
ceptable for sea points where large horizontal gradients of the water surface temperature
are comparatively rare, but it is hardly suitable for lakes. Lakes are enclosed water bodies
of a comparatively small horizontal extent. The lake surface temperature has little to do
with the surface temperature obtained by means of interpolation between the alien water
bodies.

In NWP; the lake surface temperature (i.e., the surface temperature of lake water or lake
ice) is a major concern. It is this variable that communicates information between the
lake and the atmosphere, whereas details of the vertical temperature distribution (e.g.,
the temperature near the lake bottom) are of minor importance. Therefore, simplified
lake models (parameterization schemes), whose major task is to predict the lake surface
temperature, the lake freezing and the ice break-up, should be sufficient for NWP and
related applications.

The NWP model ICON (as well as COSMO) utilizes the lake parameterization scheme
FLake (Mironov, 2008, Mironov et al., 2010, 2012). FLake is based on a two-layer paramet-
ric representation of the evolving temperature profile. The structure of the stratified layer
between the upper mixed layer and the basin bottom, the lake thermocline, is described
using the concept of self-similarity (assumed shape) of the temperature-depth curve. The
same concept is used to describe the temperature structure of the thermally active upper
layer of bottom sediments and of the ice and snow cover. In this way, the problem of
solving partial differential equations (in depth and time) for the temperature and turbu-
lence quantities is reduced to solving ordinary differential equations (in time only) for the
time-dependent parameters that specify the temperature profile.

The approach is based on what is actually “verifiable empiricism”. However, it still incor-
porates much of the essential physics and offers a very good compromise between physical
realism and computational economy. FLake incorporates the heat budget equations for the
four layers in question, viz., snow, ice, water and bottom sediments, developed with due re-
gard for the volumetric character of the solar radiation heating. An entrainment equation
is used to compute the depth of a convectively-mixed layer, and a relaxation-type equation
is used to compute the wind-mixed layer depth in stable and neutral stratification. Simple
thermodynamic arguments are invoked to develop the evolution equations for the ice and
snow depths.

Empirical constants and parameters of FLake are estimated, using independent empirical
and numerical data. They should not be re-evaluated when the scheme is applied to a
particular lake. In this way, the scheme does not require re-tuning, a procedure that may
improve an agreement with a limited amount of data but should generally be avoided.
Further information about FLake can be found at http://lakemodel.net.

FLake is activated within ICON if the namelist parameter 11lake (1nd_nml) is set . TRUE.,
which is the default operational setting at DWD.

FLake requires two external parameter fields. These are the fields of lake fraction (area
fraction of a given numerical-model grid box covered by the lake water) and of lake depth.
These external parameter fields are generated with the ExtPar software (see Section 2.4)
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using the Global Lake Database (Kourzeneva, 2010, Kourzeneva et al., 2012, Choulga et al.,
2014).

ICON makes use of a tile approach to compute the grid-box mean values of temperature
and humidity (and of other scalars) and the grid-box mean fluxes of momentum and scalars.
FLake is applied to the ICON grid boxes whose lake fraction exceeds a threshold value;
otherwise the effect of sub-grid scale lakes is ignored. Currently, the value of 0.05 is used
(see the namelist variable frlake_thrhld (1nd_nml)).

In the current ICON configuration, the lake depth is limited to 50m. For deep lakes,
the abyssal layer is ignored, a “false bottom” is set at a depth of 50m, and the bottom
heat flux is set to zero. The bottom sediment module is switched off, and the heat flux
at the water-bottom sediment interface (or at false bottom) is set to zero. The setting
1flk_botsed use=.FALSE. is hard-coded in mo_data_ flake.f90.

Snow above the lake ice is not considered explicitly. The effect of snow is accounted for
in an implicit manner through the temperature dependence of the ice surface albedo with
respect to solar radiation Mironov et al. (2012). There is no logical switch to deactivate
the snow module of FLake. It is sufficient to set the rate of snow accumulation to zero
(hard-coded in mo_flake.f90). Without explicit snow layer of the lake ice, the snow depth
over lakes is set to zero and the snow surface temperature is set equal to the ice surface
temperature.

The attenuation coefficient of lake water with respect to solar radiation is currently set to
a default “reference” value for all lakes handled by ICON. It would be advantageous to
specify the attenuation coeflicient as a global external parameter field. This can be done
in the future as the information about the optical properties of lakes becomes available
(not the case at the time being).

Generally, no observational data are assimilated into FLake, i.e., the evolution of the lake
temperature, the lake freeze-up, and break-up of ice occur freely during the ICON runs.
An exception are the Laurentian Great Lakes of North America. Over the Laurentian
Great Lakes, the observation data on the ice fraction (provided by the ICON surface
analysis scheme) are used to adjust the ice thickness, the ice surface temperature, and
(as needed) the water temperature. See the subroutine flake_init in mo_flake.f90 for
details. The use of the ice-fraction data over Great Lakes is controlled by the namelist
parameter use_lakeiceana (initicon_nml).

Finally, a word of caution is in order. Running ICON with the lake parameterization
scheme switched off (11ake=.FALSE.) is not recommended as this configuration has never
been comprehensively tested at DWD.

3.8.10. Sea-lce Parameterization Scheme

Section author

D. Mironov, DWD Physical Processes Division

A major task of the sea-ice parameterization scheme for NWP is to predict the existence
of ice within a given atmospheric-model grid box and the ice surface temperature. The
sea-ice scheme used within ICON NWP accounts for thermodynamic processes only, i.e.,
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no ice rheology is considered (cf. the sea-ice scheme for climate modeling). The hori-
zontal distribution of the ice cover, i.e., the fractional area coverage of sea ice within a
given grid box, is governed by the data assimilation scheme. A detailed description of
the sea-ice scheme for ICON NWP is given in Mironov et al. (2012), where a system-
atic derivation of governing equations, an extensive discussion of various parameterization
assumptions and of the scheme disposable parameters, and references to relevant publica-
tions can be found. Further comments can be found directly in the code, see the module
src/1nd_phy_schemes/mo_seaice_nwp.£90.

A distinguishing feature of the ICON NWP sea-ice scheme is the treatment of the heat
transfer through the ice. As different from many other sea-ice schemes that solve the
heat transfer equation on a finite difference grid, the present scheme uses the integral, or
bulk, approach (cf. the lake parameterization scheme FLake, Section 3.8.9). It is based on
a parametric representation (assumed shape) of the evolving temperature profile within
the ice and on the integral heat budget of the ice slab. Using the integral approach, the
problem of solving partial differential equations (in depth and time) is reduced to solving
ordinary differential equations (in time only) for the quantities that specify the evolving
temperature profile. These quantities are the ice surface temperature and the ice thickness.

In the full-fledged scheme outlined in Mironov et al. (2012), provision is made to account for
the snow layer above the ice. Both snow and ice are modeled using the same basic concept,
that is a parametric representation of the evolving temperature profile and the integral
energy budgets of the ice and snow layers (see Mironov (2008) for a detailed discussion
of the concept). In the current ICON configuration, snow over sea ice is not considered
explicitly. The effect of snow is accounted for implicitly (parametrically) through the ice
surface albedo with respect to solar radiation.

A prognostic sea-ice albedo parameterization is used. The sea-ice surface albedo is com-
puted from a relaxation-type rate equation, where the equilibrium albedo and the relax-
ation (e-folding) time scale are computed as functions of the ice surface temperature. In
order to account for the increase of the sea-ice albedo after snowfall events, the ice albedo
is relaxed to the equilibrium “snow-over-ice” albedo. The equilibrium snow-over-ice albedo
is computed as function of the ice surface temperature, and the relaxation time scale is
related to the snow precipitation rate.

The horizontal distribution of the ice cover, i.e., the existence of sea ice within a given ICON
grid box and the ice fraction, is governed by the data assimilation scheme (cf. the treatment
of lake ice). If an ICON grid box has been set ice-free during the initialization, no ice is
created over the forecast period. If observational data indicate open water conditions for a
given grid box but there was ice in that grid box at the end of the previous ICON run, ice
is removed and the grid box is initialized as ice-free. The new ice is formed instantaneously
if the data assimilation scheme indicates that there is sea ice in a given grid box, but there
was no ice in that grid box in the previous model run. The newly formed ice has the surface
temperature equal to the salt-water freezing point. The thickness of newly formed ice is
computed as function of the ice fraction.

ICON utilizes a tile approach to compute surface fluxes of momentum and scalars. For the
“sea-water type” grid boxes, the grid-box mean fluxes are computed as a weighted mean of
fluxes over ice and over open water, using fractional ice cover f; and fractional open-water
cover 1 — f; as the respective weights. Sea ice in a given ICON grid box is only considered
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if f; exceeds its minimum value of 0.015, otherwise the grid box is treated as ice free
(see parameter frsi_min hard-coded in mo_seaice_nwp.f90). Likewise, the open-water
fraction less than frsi_min are ignored, and the grid box in question is treated as fully
ice-covered (f; is reset to 1). The ice fraction is determined during the model initialization
and is kept constant over the entire forecast period. If, however, sea ice melts away during
the forecast, f; is set to zero and the grid box is treated as an open-water water grid box
for the rest of the forecast period (prognostic ice thickness is limited from below by a
value of 0.05m, i.e., a thinner ice is removed). The water-surface temperature of that grid
box is equal to the observed value from the analysis, or is reset to the salt-water freezing
point. The latter situation is encountered when a grid box was entirely covered by ice at
the beginning of the forecast, but the ice melts away during the forecast.

In order to run ICON with the sea-ice parameterization scheme switched off, the namelist
logical switch 1seaice (1nd_nml) should set equal to .FALSE.. This configuration has not
been comprehensively tested at DWD and is not recommended.

3.8.11. Land-Soil Model TERRA

Section author

J. Helmert, DWD Physical Processes Division

The soil-vegetation-atmosphere-transfer component TERRA (Schrodin and Heise, 2001,
Heise et al., 2006, Schulz et al., 2016) in the ICON model is responsible for the exchange
of fluxes of heat, moisture, and momentum between land surface and atmosphere. It estab-
lishes the lower boundary-condition for the atmospheric circulation model and considers
the energy and water budget at the land surface fractions of grid points. Based on a multi-
layer concept for the soil, TERRA considers the following physical processes at each of the
tiled land-surface columns, where an uniform soil type with physical properties is assumed:

Radiation

- Photosynthetically active radiation (PAR) is used for plant evapotranspiration

- Solar and thermal radiation budget is considered in the surface energy budget
Biophysical control of evapotranspiration

- Stomatal resistance concept controls the interchange of water between the
atmosphere and the plant

- One-layer vegetation intercepts and hold precipitation and dew, which lowers water
input to the soil and enhances evaporation

- Roots with root-density profile determines the amount of water available for
evapotranspiration in the soil

- Bare-soil evaporation is considered for land-surface fractions without plants.
Heat and soil-water transport

- Implicit numerical methods are used to solve the vertical soil water transport and
soil heat transfer between the non-equidistant layers.

- In the operational model version seven layers are used in the soil.
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- The lower boundary condition for the heat conduction equation is provided by the
climatological mean temperature.

- Surface and sub-surface runoff of water is considered.

- The lower boundary condition is given by a free-drainage formulation.

- A rise of groundwater into the simulated soil column is not represented.
- Soil heat conductivity depends on soil-water content.

- Freezing of soil water and melting of soil ice is considered in hydraulic active soil
layers.

Snow

- TERRA offers a one-layer snow model (operational in ICON-NWP) and a
multi-layer snow model option (for experiments).

- A prognostic snow density, and snow melting process as well as the time dependent
snow albedo are considered

- Surface fractions partly covered with snow are divided in snow-free and
snow-covered parts (snow tiles)

Coupling to the atmosphere

- Application of the turbulence scheme at the lower model boundary

- Roughness length for scalars implicitly considered by calculation of an additional
transport resistance throughout the turbulent and laminar roughness layer.

TERRA requires a number of external parameter fields, see Section 2.4 for details.

The Tile Approach

The tile approach addresses the problem of calculating proper cell-averaged surface fluxes
in the case of large subgrid variations in surface characteristics. The basic idea following
Avissar and Pielke (1989) is depicted in Figure 3.11. If patches of the same surface type
occur within a grid box, they are regrouped into homogeneous classes (tiles). The surface
energy balance and soil physics are then computed separately for each tile, using parame-
ters which are characteristic of each surface type (roughness length, leaf area index, albedo,
...). The atmospheric fields which enter the computations, however, are assumed uniform
over the grid cell, i.e. the so-called blending height is located at the lowermost atmospheric
model level. The contributions from different tiles are then areally weighted to provide the
cell-averaged atmospheric forcing. Note that in this approach the geographical distribution
of subgrid heterogeneities is not taken into account.

In ICON, the number of surface tiles is specified by the parameter ntiles (1nd_nml).
Setting ntiles=1 means that the tile approach is switched off, i.e. only the dominant
land-surface type in a grid cell is taken into account. Setting ntiles to a value n > 1, up
to n dominant land tiles are considered per grid cell. Note, however, that for n > 1 the
total number of tiles nyy; is implicitly changed to ns: = n+3, with three additional "water*
tiles classified as “open water” (n + 1), "lake* (n 4 2), and "sea-ice* (n + 3). Additional
snow-tiles can be switched on by setting 1snowtile=.TRUE.. In that case the total number
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Figure 3.11.: Tile approach for a grid cell containing various surface types. Patches of the
same surface type within a grid box are regrouped into homogeneous classes
(tiles) for which the soil and surface parameterizations are run separately.

of tiles is further expanded to n;, = 2 -n + 3, with the first n tiles denoting the land tiles,
the second n tiles denoting the corresponding snow tiles and 3 water tiles as before.

The process of tile generation in ICON works as follows:

During the setup phase, all land-surface types within a grid box are ranked according to
the fractional area f they cover (see Figure 3.12, outer ring). For efficiency reasons, only
the ntiles (typically about 3) dominating ones are represented by tiles, with the others
being discarded (inner ring). If a grid cell contains non-negligible water bodies (f > 5%),
up to 3 more tiles are created (i.e. open water, lake, and sea-ice) even if they are not
among the dominating ones. By this approach, the surface types represented by tiles can
differ from grid cell to grid cell such that the full spectrum of surface types provided by
the land cover data set is retained.

If the model is initialized from horizontally interpolated initial data and ntiles > 1,
a tile coldstart becomes necessary. This can be done by setting 1tile_init=.TRUE. and
1tile_coldstart=.TRUE. in the namelist initicon_nml. Each tile is then initialized with
the same cell averaged value. Note that 1tile_init=.TRUE. is only necessary, if the initial
data come from a model run without tiles.

ﬁ Important note:

Naive horizontal interpolation of tile-based variables is incorrect, since the
dominant tiles and/or their internal ranking will most likely differ between
source and target cell. Only aggregated fields can be interpolated!
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0 5 10 20 30 40

Figure 3.12.: Tile generation for ntiles=3, for the case of a heterogeneous land surface.
Outer circles show the fractional areas covered by the respective surface-
type for a given grid cell. Inner circles show the selected tiles. Please note
the re-scaling of fractional areas in the inner circle.

3.8.12. Reduced Model Top for Moist Physics

A notable means for improving the efficiency of ICON is depicted in Figure 3.13. The
switch

htop_moist_proc (namelist nonhydrostatic_nml, floating-point value)

allows to switch off moist physics completely above a certain height. Moist physics in-
clude saturation adjustment, grid scale microphysics, convection, cloud cover diagnos-
tic, as well as the transport of all water species but moisture ¢,. Of course, moist pro-
cesses should only be switched off well above the tropopause. The default setting is
htop_moist_proc=22500m.

One variant of the implemented horizontal transport scheme for passive scalars is capable
of performing internal substepping. This means that the transport time step At is split into
n (usually 2 or 3) substeps during flux computation. This proves necessary in regions where
the horizontal wind speed exceeds a value of about 80ms~!. In real case applications, this
mostly happens in the stratosphere and mesosphere. The recommendation for At given in
Section 3.7.1 then exceeds the numerical stability range of the horizontal transport scheme.
To stabilize the integration without the need to reduce the time step globally, transport
schemes with and without internal substepping can be combined. The switch

hbot_qvsubstep (namelist nonhydrostatic_nml, floating-point value)

indicates the height above which the transport scheme switches from its default version
to a version with internal substepping. The default value is hbot_qvsubstep=22500m.
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Figure 3.13.: Moist physics are switched off above htop_moist_proc, while
tracer substepping is switched on above hbot_qvsubstep. (Remark:
hbot_qvsubstep is allowed to be lower than htop_moist_proc)

Note that substepping is only performed for a particular tracer if a suitable horizontal
transport scheme is chosen. The horizontal transport scheme can be selected individually
for each tracer via the namelist switch ihadv_tracer (transport_nml). Variants of the
transport scheme with internal substepping are indicated by a two-digit number (i.e. 22, 32,
42, 52). These variants mostly differ w.r.t. the accuracy of the polynomial reconstruction
used for the flux estimation. A linear reconstruction is used by the variant 22, whereas 52
uses a cubic reconstruction. See Section 3.6.5 for additional details regarding the transport
algorithm.

If moist physics are switched off above 22.5km (default for NWP applications), internal
substepping only needs to be applied for specific humidity ¢,, since the advection of all
other moisture fields is switched off anyway. However, be aware that you must explicitly
enable internal substepping if moisture physics are not switched off, or if other (non-
microphysical) tracers are added to the simulation.

3.9. Variable Resolution Modeling

ICON has the capability for static mesh refinement in horizontal directions (Zéngl et al.,
2022). This is realized through a multi-grid approach which means that one or more addi-
tional higher resolution (child) domains can be overlaid on a coarser base (parent) domain.
This base domain can be a regional or a global domain. Each child domain has a defined
parent domain providing lateral boundary conditions, but a parent domain can have sev-
eral child domains. The child domains can be located in different geographical regions and
can also be parent domains for further subdomains. Technically, the number of nested
domains is arbitrary, but of course not all choices would make sense from a physical point
of view.

116



3.9 Variable Resolution Modeling

NN N

L/

SRR
Rk
RRRRL

)

Y
K|

N
\%

Vavi

VAVLVAVAVA®
A7
oo

Vay
T
it
L

A7)

aavavay,
T AT TAYAYAY e ATAYAY, o AVAVAVAVLVA AT
AN ‘v.\v" "AVAVAV KRR
AYANAY v S AYANAVAVAVAVAT AV gy VA
VAVAVA P AYAVAVAVAVANAVATATCI
" SVAVAYA
NS S LTV

Figure 3.14.: Basic example of a multi-grid setup, consisting of a global ICON domain
and a child domain over Europe with half grid spacing. This is similar to
the deterministic forecast setup that is operationally used at DWD with a
horizontal grid spacing of 13 km globally and 6.5 km in the child domain.

boundary forcing

child domain parent domain

feedback

(S

The multi-grid approach in ICON closely resembles the classical two-way nesting approach
known from many mesoscale models, e.g. MM5 (Grell et al., 1994) or WRF (Skamarock
et al., 2019) but differs in the fact that the feedback is based on a Newtonian relaxation
approach rather than directly replacing the prognostic fields in the parent domain by up-
scaled values from the child domain. It also has to be distinguished from recent wuni-grid
approaches, where more cells are added to an existing grid in special areas of interest
(h-refinement), and where the solver computes a single solution for the whole grid. Atmo-
spheric models capable of static h-refinement are e.g. CAM-SE (Zarzycki et al., 2014) and
MPAS-A (Skamarock et al., 2012).

The multi-grid approach easily allows for switching domains on or off at runtime, as well
as intertwining one-way and two-way nested domains. Two-way as opposed to one-way
nesting means that the solution on the child domain is transferred back to the coarser
parent domain every time step by means of a feedback mechanism which is described
below.

The basic multi-grid example shown in Figure 3.14 consists of one global domain and one
regional domain over Europe. The refinement ratio between the parent domain and the
child domain is fixed to a value of 2, i.e. each parent triangle is split into 4 child triangles
as shown in Figure 3.15. Consistent with the refinement ratio of 2, the time steps for
dynamics and physics are automatically halved for each nesting level. Hence, At must be
specified for the base (i.e. coarsest) domain only.
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/\
Figure 3.15.: Nested grids are constructed by splitting each parent cell into 4 child cells.

The coupling time step At between successive nesting levels is the large (fast physics) time
step described in Zingl et al. (2015), which is usually five times the so-called dynamics
time step limited by the Courant-Friedrichs-Lewy (CFL) stability criterion for horizontal
sound-wave propagation, see Section 3.7.1.

The grids corresponding to the different refinement levels are stored in separate files. The
usual way to establish a parent-child relationship between these grids is to read the header
information from the list of provided grid files:

dynamics_grid_filename (namelist grid_nml, list of string parameters)
This parameter specifies the name(s) of the horizontal grid file(s) and thus implicitly
activates the nesting function. For a global simulation with multiple nests a filename
must be specified for each domain, see Section 4.1.2 for a practical example. Then, the
parent-child relationships can be inferred from the NetCDF attributes uuidOfHGrid
and uuid0fParHGrid, that have been described in Section 2.1.2.

3.9.1. Parent-Child Coupling

This section describes the exchange of information between a single parent and child
domain. As shown in Figure 3.16, a nested domain can conceptually be split into three
areas: A boundary interpolation zone (red), a nudging zone (light gray) and a feedback
zone (blue). Prognostic computations are restricted to the latter two. The nudging zone
only exists for one-way nesting or in limited area mode (LAM), whereas for two-way
nesting the feedback zone directly borders on the boundary zone.

In the following let n and n + 1 denote the begin and end of the current large time step.
Once the model state on the parent domain M, has been advanced from n to n + 1, the
states My and Mg“ are used to update the boundary interpolation zone on the child
domain. Hence, the boundary interpolation zone provides the necessary lateral boundary
(forcing) data in order to advance the model state on the child domain from M? to M2+1,
It has a fixed width of 4 cell rows (see Figure 3.16), which is motivated by the technical
constraint that the boundary zone needs to match with parent cell rows (i.e. an odd
number of cell rows is not allowed), combined with the fact that 2 cell rows would not
be sufficient to cover all stencil operations performed in the dynamical core. For example,
the V4-diffusion operator (Zingl et al., 2015) requires information from three adjacent cell
rOwS.

In the feedback zone, the updated model state on the child domain M7+ is transferred (in-
terpolated) back to the parent domain. By this, the parent and child domain remain closely
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boundary L . feedback zone
interpolation zone (for 2-way, only)

refin_c_ctrl(cell) nested domain

nudging zone - - .
(for 1-way, only) global/limited-area domain prognostic zones

Figure 3.16.: General structure of a nested domain. Red: boundary interpolation zone
consisting of 4 cell rows (see enlarged view). : nudging zone with
adjustable width, which is only active for one-way nesting and in limited
area mode. Blue: feedback zone. Prognostic computations are performed
in the feedback and nudging zone.

coupled, and the simulation on the parent domain benefits from the higher-resolution re-
sults of the child domain.

In the nudging zone, the model state on the child domain M?*! is nudged towards the
corresponding parent domain state M;}H, in order to accommodate possible inconsisten-
cies between the two domains. The nudging is essentially a relaxation of the prognostic
variables towards the lateral boundary data following Davies (1976). The same method is
applied in limited area mode (see Section 6.2).

Further details on the different zones and the boundary update and feedback mechanism
are given in the following.

Lateral Boundary Update: Parent — Child

The boundary update mechanism provides the child domain with up-to-date lateral bound-
ary conditions for the prognostic variables vy, w, p, 0, qx. In order to avoid that parent-to-
child interpolated values of p enter the solution of the mass continuity equation, the above
set, of variables is extended by the horizontal mass flux pv,. This will allow for parent-child
mass flux consistency, as described below.

In general, the boundary update works as follows: Let ¢, 1/1{}“ denote any of the above
variables on the parent domain at time steps n and n + 1, respectively. Once the model
state on the parent domain M), has been updated from n to n + 1, the time tendency

Oy _ Uyt — vy
ot At,
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is diagnosed. Both, the field ¢ at time level n and the tendency % are then interpolated

(downscaled) from the parent grid cells/edges to the corresponding cells/edges of the child’s
boundary zone. With Z,,_,. denoting the interpolation operator, we get

wg = Lp—c (1/12)
(3
= Lp—ec

ot ot

The interpolated tendencies are generally needed in order to provide the lateral boundary
conditions at the right time levels, since two integration steps are necessary on the child do-
main in order to reach the model state M2! with each step consisting of ndyn_substeps
(nonhydrostatic_nml) dynamics sub-steps. E.g. for the first and second (large) integra-
tion step on the child domain the boundary conditions read vy and ¥y + 0.5 At,0¢/0t|.,
respectively.

Regarding the interpolation operator Z,_,. we distinguish between cell based variables (i.e.
scalars) and edge-based variables (v, and pvy). For cell based variables a 2D horizontal
gradient is reconstructed at the parent cell center by first computing edge-normal gradients
at edge midpoints, followed by a 9-point reconstruction of the 2D gradient at the cell center
based on radial basis functions (RBF, Narcowich and Ward (1994)). The interpolated value
at the jth child cell center is then calculated as

Pe; =1, + Vo, - d(p,cj), je{l...4}, (3.43)

with V4, denoting the horizontal gradient at the parent cell center, and d(p,c;) the
distance vector between the parent and jth child cell center. The same operator is applied
to cell based tendencies.

To prevent excessive over- and undershoots of ¢, in the vicinity of strong gradients, a
limiter for Vi), is implemented. It ensures that

1
B

on all four child points, where 1)), nin and 1, pax denote the minimum and maximum of 1y,
respectively, on the above-mentioned reconstruction stencil plus the local cell center, and
B = 1.05 is a tuning parameter.

wp,min < wc]- < /Bwp,max VJ E {1 “ e 4}

Regarding the interpolation of edge-based variables (i.e. the edge-normal vector compo-
nents v, and pv,), we distinguish between outer child edges that coincide with the edges
of the parent cell, and inner child edges (see Figure 3.17a).

Edge-normal vector components at the inner child edges are reconstructed by means of
a direct RBF reconstruction using the five-point stencil indicated in Figure 3.17a. For a
given inner child edge the stencil comprises the edges of the corresponding parent cell, and
the two edges of the neighboring parent cells that (approximately) share the orientation
of the inner child edge.

For the outer child edges a more elaborate reconstruction is applied, in order to assure
that the mass flux across a parent edge equals the sum of the mass fluxes across the
corresponding child edges. We start with an RBF reconstruction of the 2D vector of the
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Figure 3.17.: Horizontal reconstruction stencil for edge-normal vector components at (a)
inner child edges and (b) outer child edges. The child edge under consider-
ation is highlighted in red. Black open dots indicate child edge midpoints,
while black solid dots indicate cell circumcenters. Solid red dots represent
the reconstruction stencil, i.e. the location of the parent edge-normal vec-
tor components entering the reconstruction, and light-blue triangles in (b)
indicate the location of the reconstructed 2D vectors. See the text for de-
tails.

respective variable at the triangle vertices, using the six (five at pentagon points) edge
points adjacent to a vertex (see Figure 3.17b).

The edge-normal vector component ¢ at the child edge is then computed as

Pee = Op + Vidp - d(p,ce), e €{1,2},

with d(p, c.) denoting the distance vector between the parent and child edge midpoints for
a given parent edge, and V¢, denoting the gradient of the edge-normal vector component
¢p tangent to the parent edge. The latter is computed by projecting the 2D vectors at the
two vertices of an edge onto the edge-normal direction and taking the centered difference.
Since by construction d(p,c¢1) = —d(p, c2) holds on the ICON grid, the above mentioned
mass flux consistency is ensured.

It is noted that attempts to use higher-order polynomial interpolation methods, which
are the standard in mesoscale models with regular quadrilateral grids, were unsuccessful
on the triangular ICON grid, because the ensuing equation system led to the inversion of
nearly singular matrices.

In order to minimize interpolation errors, the following modifications from the above inter-
polation procedure are applied: For the thermodynamic variables p and 6, perturbations
from the reference state rather than the full values are interpolated, in order to reduce
interpolation errors above steep orography.

Rather than interpolating v, and its time tendencies, only the time tendencies are in-
terpolated, and then used to update v, at child level at every dynamics time step. This
methodology has been chosen because the comparatively inaccurate interpolation to the
interior child edges tends to induce small-scale noise in v,. To suppress the remaining
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noise arising from the interpolation of the time tendency, a second-order diffusion opera-
tor is applied in the inner half of the boundary interpolation zone on v,, and the default
fourth-order diffusion applied in the prognostic part of the model domain (see Zéngl et al.
(2015)) is enhanced in the five grid rows adjacent to the interpolation zone. For the other
prognostic variables, no special filtering is applied near nest boundaries. In the case of
one-way nesting, the second-order velocity diffusion is extended into the nudging zone
of the nested domain, replacing the enhanced fourth-order diffusion. More details on the
nudging zone are given in Section 3.9.1.

For the horizontal mass flux pv,, the time average over the dynamic sub-steps, which is
passed to the tracer transport scheme in order to achieve mass consistency, is interpolated
instead of time level n. Using the mass flux time tendency that is interpolated as well,
the related time shift is corrected for when applying the boundary mass fluxes at child
level. In the nested domain, the interpolated mass fluxes valid for the current time step
are then prescribed at the interface edges separating the boundary interpolation zone from
the prognostic part of the nested domain. Due to the flux-form scheme used for solving the
continuity equation (see Zingl et al. (2015)), this implies that the interpolated values of
p do not enter into any prognostic computations in the dynamical core. They are needed,
however, for some computations in the transport scheme. Moreover, no mass fluxes at
interior child edges are used, so that the non-conservative interpolation method used for
those edges does not affect the model’s conservation properties. For 8, and the tracer
variables g, the values at the edges are reconstructed in the usual manner (see Zingl et al.
(2015)) and then multiplied with the interpolated mass fluxes before computing the flux
divergences.

Feedback: Child — Parent

If two-way nesting is activated (1feedback=.TRUE., namelist grid_nml), the model state
./\/lgH on the parent domain is relaxed towards the updated model state M?*! on the child
domain at every fast physics time step. In the following we will refer to this as relazation-
type feedback. It is restricted to the prognostic variables vy, w, 8, p plus specific humidity g,
and the specific contents of cloud water ¢. and cloud ice ¢;°. Precipitating hydrometeors
are excluded because recommended relaxation times (see below) are longer than their
typical falling times. Surface variables are excluded as well because they can easily adjust
during runtime and a proper treatment of feedback along land-cover inhomogeneities (e.g.
coastlines) would be complicated and probably computationally expensive.

Let % denote any of the above mentioned variables. Conceptually, the feedback mechanism
is based on the following three basic steps:

1. Upscaling: The updated field 1" *! is interpolated (upscaled) from the child domain
to the parent domain. The upscaling operators for cell based and edge based variables
will be denoted by Z._,, and Z.._,,, respectively.

2. Increment computation: The difference between the solution on the parent do-
main ¢t and the upscaled solution Z.,,(¢*!) is computed.

®Note that when programming ICON the feedback mechanism can easily be switched on for additional
tracers by adding the meta-information 1feedback=.TRUE. to the corresponding add_ref-call, see also
Section 9.3.
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3.9 Variable Resolution Modeling

3. Relaxation: The solution on the parent domain is relaxed towards the solution
on the child domain. The relaxation is proportional to the increment computed in
Step 2.

For cell based variables the upscaling consists of a modified barycentric interpolation from
the four child cells to the corresponding parent cell:

Icap(wc) = ijl O‘ﬂ/}cj- .

The weights «; are derived from the following constraints (3.44)—(3.46). First of all, a
desirable property for the value interpolation is that it reproduces constant fields, i.e. the
weights are normalized:

4

ijl a;j=1. (3.44)

Moreover, the interpolation is linear: With the four child cell circumcenters x; (j =
1,...,4), and x, denoting the parent cell center, i.e. the interpolation target, we set

Z; aj(a; — @) = 0. (3.45)

To motivate this constraint, consider the special case of equilateral triangles in which
the center point of the inner child cell #; coincides with the parent center such that the
term (x1 — xp) vanishes. Equation (3.45) now defines a barycentric interpolation within
the triangle spanned by the mass points of the three outer child cells {cg,c3,cq} (see
Figure 3.17a), where the weights {9, ag, s} represent the barycentric coordinates.

Of course, the contribution of the point x; closest to the interpolation target is of particular
importance. Therefore, the underdetermined system of equations (3.44), (3.45) is closed
with a final constraint which reads as

ap =2 (3.46)
ap
where a., and a, denote the inner child and parent cell areas, respectively. In other words,
the inner child cell ¢; containing the parent cell circumcenter is given a pre-defined weight
corresponding to its fractional area coverage. This can be interpreted as a conservation
constraint for the special case of a very localized signal at the mass point of the inner child
cell.

In summary, this method can be regarded as a modified barycentric interpolation for the
mass points {x2, x3, x4}, and which accounts for x; as an additional fourth source point.
A more stringent barycentric interpolation would require an additional triangulation based
on the child mass points. This is done for ICON’s model output on regular lat-lon grids,
see Section 7.1.2.

For velocity points, a simple arithmetic average of the two child edges lying on the parent
edge is taken.

Ice—w(vn,e) = ) [Unzechild 1 T Uniecnia 2]
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We note that the operator Z.,, is not strictly mass conserving and that strict mass
conservation would require some means of area-weighted aggregation from the child cells
to the parent cells, which is available as an option. The problem with such methods on
the ICON grid is related to the fact that the mass points lie in the circumcenter rather
than the barycenter of the triangular cells. Using an area-weighted aggregation from the
child cells to the parent cells, would map linear horizontal gradients on the child grid into
a checkerboard noise pattern between upward and downward oriented triangles on the
parent grid.

Another difficulty that was encountered in the context of mass conservation is related
to the fact that the density decreases roughly exponentially with height. In the presence
of orography, the atmospheric mass resolved on the model grid therefore increases with
decreasing mesh size, assuming the usual area-weighted aggregation of the orographic raw
data to the model grid. Feeding back p is thus intrinsically non-conservative. To keep the
related errors small and non-systematic, and to generally reduce the numerical errors over
steep mountains, perturbations from the reference state are used for upscaling p and 6,
to the parent grid. A closer investigation of the related conservation errors revealed that
the differences between modified barycentric and area-weighted averaging are (with real
orography) unimportant compared compared to the resolution-dependent conservation
error.

When combining the above mentioned steps, the feedback mechanism for p can be cast
into the following form:

. At
Pp = pZ—H + 7: (ICHp(p?—H — Apeorr) — p;;H_l) (3.47)

Here p;}“ denotes the density in the parent cell, which has already been updated by
dynamics and physics. The superscript “x* indicates the final solution, which includes the
increment due to feedback. At, is the fast physics time step on the parent domain, and
Trp is a user-defined relaxation time scale which has a default value of 77, = 10800s. This
value is motivated by the wish to exclude small scale transient features from the feedback,
but to fully capture synoptic-scale features. The relaxation time scale is independent of the
relaxed field and can be adjusted by means of the namelist variable fbk_relax_timescale
(gridref_nml). Finally note that the upscaled quantity includes the correction term Apeopr
which has been introduced in order to account for differences in the vertical position
of the child and parent cell circumcenters. At locations with noticeable orography, cell
circumcenter heights at parent cells can differ significantly from those at child cells. If this
is not taken into account, the feedback process will introduce a non-negligible bias in the
parent domain’s mass field. The correction term is given by

Apeorr = (1.05 = 0.005 Lo (0,7571)) Apresp
with the parent-child difference in the reference density field

Apv"ef,p = Ic%p(pref,c) — Prefp>

and the potential temperature perturbation HLTLCH = 9;}1’1 — Oyref,e- The term Apyeyp is
purely a function of the parent-child height difference and can be regarded as a first order
correction term. In order to minimize the remaining mass drift, the empirically determined
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3.9 Variable Resolution Modeling

factor (1.05 — 0.005 Z.—,,(0.""1)) was added, which introduces an additional temperature
dependency. Note that the factor 0.005 is close to near surface values of % which can be
derived from the equation of state. We further note that a possibly more accurate and less
ad hoc approach would require a conservative remapping step in the vertical, prior to the
horizontal upscaling.

Care must be taken to ensure that the feedback process retains tracer and air mass con-
sistency. To this end, feedback is not implemented for tracer mass fractions directly, but
for partial densities. In accordance with the implementation for p, we get

* n At V1 mn n
() = (o™ + 22 [T = Bpeornfi ) = palp ] (348)

Mass fractions are re-diagnosed thereafter:

*

(pax)
Pp

bS]

Akp =

When summing Eq. (3.48) over all partial densities, Eq. (3.47) for the total density is
recovered.

A very similar approach is used for 6,. As for p, only the increment of 8, is upscaled from
the child- to the parent domain and added to the parent reference profile 0, ¢y p.

At,

The same approach is taken for w, however the full field is upscaled.

*:wn+l+%(

n+1 n+1
—w
Tfb ) )

w ZLeosp(wy, s

In the case of v, some numerical diffusion is added to the resulting feedback increment in
order to damp small-scale noise.

. At
vy, = ’U,Z:;l + 7: (Avn,p + KV? (Avn,p)) ,

with the feedback increment

n+1
n,c

A'Un,p = Ice—>p(v ) - UZ,J;Zl )

