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CEL-ACCEL activities

EULAG codebase ported to Gridtools (development version) and
successfully tested on CPU, porting alone took 4 months.

Huge CMake software stack as a side effect, look at beetroot-project
on Git, took 1.5 FTE

Major Fortran rewrite as a side effect to facilitate implementation
and improve performance to make fair comparison.

Software stack allows for testing agreement of Fortran and Gridtools
code basically line by line if needed.

Currently moving to Gridtools 1.0 and testing on GPU

No performance results yet on GridTools side
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Hierarchical structure of stencils

EULAG dynamical core

Advection driver Implicit Solver driver

Advection of rho

RHS preparation

Advection of vars

Predict advectors

Compute max Courant

Implicit solver
preparation

GCRK solver

Implicit solver
finalization

Preconditioner

Laplacian

Initial residual
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Stencil versions

Two kinds of vertical boundary condition approach are implemented

Code prepared for task-independent execution of advection with
memory reuse
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Issues

To be able to develop dynamical cores in stencil paradigm, much
shorter compilation time and memory footprint is needed. Access to
low level code or far more experience is needed to produce
high-quality numerics.

GridTools paradigm relatively accessible for the model developer, but
...

GridTools alone is only a part of the story, the whole software stack
imposes significant burden and forces the developers to work in
tandem of domain scientist and computational
scientist/programmer.

Missing features of GridTools still an issue (e.g. global reduction in
the iterative solver

Zbigniew Piotrowski PP CEL-ACCEL


