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13SIMEPAR, Brazil1 IntrodutionThe COSMO Priority Projet C2I (Transition of COSMO to ICON) aompanies a transition phase of theCOSMO onsortium to the new modelling system ICON used in its limited-area mode (ICON-LAM). Theaim is to ensure a smooth transition by taking step by step together.After the o�ial kik-o� of the C2I projet at the ICON Training Course in April 2018 the partiipatinginstitutions started with the installation at their HPC systems. In order to failitate the proess of setting upexperiments and to gather experienes jointly, it was deided to ondut a C2I workshop. For this workshop,the partiipants prepared their individual on�gurations (i.e., domain extension, grid spaing). The �rst partof the workshop was to o�er an environment where the partiipants ould perform simulations for theirindividual setup with the help of experiened ICON developers. The seond part of the workshop gave thepartiipants the free spae to hoose their own fous on how to ontinue with the ICON simulations. Forexample, they ould try to run the simulations at their own HPC system, adapt their COSMO postproessingto the ICON results or try di�erent on�gurations. Experiened ICON developers assisted the partiipantsalso at this seond part of the workshop. The theoretial part was kept very short, only an introdution onhow to get started with ICON, an overview on ICON-LAM settings, a pratial tutorial on visualization usingGrADS and an exerise on Fieldextra were given.The hane that was o�ered by the �exibility of the workshop was seized and the partiipants had very di�erentfouses. This also highlights the di�erene to the ICON Training Course where well-prepared simulations areonduted and theoretial letures are given.2 Ahievements for BrazilThe partiipants from Brazil, Gilberto Bonatti (INMET) and Reinaldo Silveira (SIMEPAR), hose a setupwhih losely resembles the urrent operational COSMO-7 setup for Brazil. Using a R3B8 grid, i.e. with 6.5 kme�etive resolution, the domain overs South Ameria ompletely. The extent of the ICON-South-Ameriadomain an be seen in the top part of �gure 1.The key tasks that were set for the workshop are:� Install dwd-iontools at xe DWD HPC,� Remap initial and boundary onditions for South Ameria domain at 6.6km,� Setting up the namelist for ICON,COSMO Newsletter No. 18: July 2018 www.osmo-model.org
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Figure 1: Comparison of the 24 h aumulated preipitation on 13 Otober 2018 between the Brazilian ICON6.5 km domain (top), the operational COSMO foreast (bottom left) and measurements (bottom right). Pleasenote the di�erent olor sales, i.e., very low values for ICON are in blue and for the other pitures in white.� Run ICON with tropial setup and without tropial setup, using ion global lateral boundaries,� Generate output and vizualization, and� Install and run ICON at INMET HPC.These tasks were ful�lled and �rst results for ICON preipitation ompared to the operational COSMOforeast and measurements an be seen in �gure 1. While the ICON foreast shows, in general, similar featuresas the COSMO foreast, there is one partiular region where ICON shows better results than COSMO. Thearea with preipitation measured whih an be seen in the North Eastern part, i.e. in the South of Piaui state,is aptured by ICON.ICON was suessfully run at the INMET HPC system. However, it was driven by already interpolated data.Installing and running the iontools remains an open issue.3 Ahievements for IsraelThe partiipants from Israel, Pavel Khain (IMS) and Alon Shtivelman (IMS), hose a setup named ICON-C3using a R2B10 grid, i.e. with 2.5 km e�etive resolution. First results using IFS initial and boundary onditionsCOSMO Newsletter No. 18: July 2018 www.osmo-model.org
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Figure 2: First results for the Israeli 3 km domain on 1 Otober 2018 with initial and boundary onditionsfrom IFS.an be seen in �gure 2. The following tasks were ahieved:� ICON-C3 run on ECMWF omputer, based on global IFS data, data retrieved using the mars4ion_smisript provided in the ICON ode,� ICON-D2 run on ECMWF omputer, based on global ICON data (whih is needed in the frameworkof the Priority Projet T2RC2),� ICON-D2 run on ECMWF omputer, based on ICON-EU data,� Visualization of triangles on ECMWF omputer,� Usage of FieldExtra for interpolating triangles on DWD omputer, and� ICON-C3 run on IMS omputer, based on global IFS with previously remapped �les.As pointed out by the last bullet point, it was possible to run ICON at the IMS HPC system with previouslyremapped data. So far, a running version of the iontools at the IMS HPC omputer ould not be installedand remains an open issue.4 Ahievements for ItalyFor Italy, members of four di�erent institutions partiipated at the C2I workshop: Ines Cerenzia, ThomasGastaldo, Andrea Montani and Virginia Poli from ARPAE-SIMC, Valeria Garbero from ARPA Piemonte,Edoardo Buhignani and Paola Merogliano from CIRA, and Franesa Marui and Riardo Satamahiafrom COMET. Eah of the instutions prepared an own setup for ICON. The ahievements and fouses of thedi�erent institutions will be desribed in the following.The partiipants from ARPAE-SIMC (Thomas Gastaldo, Andrea Montani and Virginia Poli) hose a R2B10setup (2.5 km e�etive resolution) on a domain that overs Italy and the surrounding Mediterranean regions.The extent of the domain an be seen in �gure 3. The following ahievements were reahed:� Running ICON-LAM on DWD HPC,� Compilation of iontools & ICON on ECMWF HPC,� Run on ECMWF HPC,� Compilation of ICONTOOLS & ICON on CINECA HPC, and� Run ionremap on CINECA HPC.COSMO Newsletter No. 18: July 2018 www.osmo-model.org
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Figure 3: Mean sea level pressure on 21 September 2018, 3UTC, for the ARPAE-SIMC domain at 2.5 km.Initial and boundary data are derived from global ICON foreast (left) and IFS foreast (right). Please notethe slightly di�erent olor sales.Although running ICON on CINECA HPC resulted in an error, a �x for the partiular error is well knownand further tests will be performed after the workshop. As visible in the list of ahievements, a lear fouswas set to port ICON to di�erent available HPC systems and get it ready for further studies.

Figure 4: Aumulated preipitation in the Emilia Romagna and Tusany region on 14 September 2017from radar measurements (top left), ICON 5km (bottom left), COSMO-I5 Tiedtke (top right) and COSMO-I5 Behtold (bottom right). Please note the di�erent olor sales!For a team from ARPA Piemonte and ARPAE-SIMC (Valeria Garbero and Ines Cerenzia), a large domainovering Italy and adjaent regions on a R4B8 grid (i.e. 5 km e�etive resolution) was hosen. For the visual-izations, however, only a subregion entered around Tusany and Emilia Romagna is displayed (see �gure 4).The image provides a �rst omparison between the ICON results, measurements and results from two di�erentCOSMO on�gurations using Tiedtke and Behtold onvetion respetively. The strong maximum that wasmeasured near Livorno was not aptured by any of the simulations. Taking the very di�erent olor sale intoonsideration, other features in the measured preipitation are reprodued by ICON.COSMO Newsletter No. 18: July 2018 www.osmo-model.org



4 Working Group on Implementation and Referene Version 21A strong fous was set on preparing IFS initial and boundary data. A workaround was found for the inter-polation problems whih will be further elaborated in the setion onerning problems and open issues. Themars4ion_smi sript whih is provided with ICON to retrieve global IFS data was adapted for limited arearetrievals. Open issues with retrieving IFS data on limited-area domains are also further disussed in theproblems and open issues setion.

Figure 5: Results for the 2m temperature on 21 September 2018, 21UTC, from a simulation over the wholeItalian area at 7 km, driven by ICON (top left) or IFS (top right). Total preipitation for the high-resolutiondomain driven with ICON initial and boundary onditions (bottom left) and IFS initial and boundary on-ditions (bottom right).The partiipants from CIRA, Edoardo Buhignani and Paola Merogliano, prepared two di�erent setups.The �rst domain overs the whole Italian area at 6.5 km e�etive resolution (R3B8) and is fored both byICON global and IFS data. The simulations were performed for 21 September 2018. A omparison betweenthe simulations with di�erent foring data in terms of 2m temperature at 21UTC an be seen in the top rowof �gure 5. The strongest di�erenes are in the oastal areas whih ould be due to the interpolation of SSTand soil temperature or di�erenes in the land mask between the driving model and ICON-LAM. As pointedout before, the interpolation proedure for IFS data needs to be investigated further.The seond domain is a small high-resolution (R2B11, 1 km) domain entered around the Campania region.Initial and boundary onditions were saved in NetCDF format. Some problems were enountered due to nameonventions. The ditionary for lateral boundary onditions (dit.latb �le) had to be modi�ed. Foringdata was provided both by ICON global and by IFS. In the bottom row of �gure 5 the total preipitationas simulated by ICON driven with ICON global data (left) and IFS data (right) is shown. Convetion wastriggered lose to the Northern and Eastern boundaries in both ases. The position of the individual onvetiveells, however, is di�erent between the two simulations.Franesa Marui and Riardo Satamahia from COMET prepared two di�erent setups. The �rst setupalled ICON-ME at 5 km (R2B10) overs the whole Mediterranean and adjaent regions. It resembles theCOSMO-ME setup. The extent an be seen in the left part of �gure 6 (although the land ontours aremissing). The �rst results displayed in �gure 6 were ahieved with the global IFS initial and boundaryonditions prepared by DWD for the workshop.The seond domain alled ICON-IT uses a R9B8 grid (2.2 km e�etive resolution) whih resembles the urrentCOSMO-IT on�guration. Initial and boundary onditions from the previous ICON-ME simulation are used.The extent of the domain and �rst results are depited in the right part of �gure 6.COSMO Newsletter No. 18: July 2018 www.osmo-model.org
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Figure 6: Results for the ICON-ME domain at 5 km (left) and the high-resolution ICON-IT domain at 2 km(right). The simulations of 21 September 2018 were driven by IFS data.As hinted by the hoie of the setup, the �rst fous was set on running the high-resolution ICON-IT as ano�ine-nest inside the ICON-ME domain. A seond fous was set on preparing and retrieving IFS initial andboundary onditions in an e�ient way. The operational stream of IFS data for COMET provides data ona limited-area frame grid. Several adaptions are neessary for this data to be usable as boundary data forICON. Among the hanges are the alulation of soil moisture index (SMI), adaption of pressure levels (i.e.,only z or phi at surfae are needed, other z and phi should not be present) and U and V must be remappedto U and V instead of VN (wind normal to ICON triangle edges).Tests were performed on the ECMWF HPC system. Using a workaround for a bug, data from the operationalstream was tested with and without using a frame grid in the remap proess. Tehnially, the tests weresuessful. The results, however, were not orret, most probably beause of the workaround.5 Ahievements for PolandWitold Interewiz from IMGW hose a R2B10 (2.5 km e�etive resolution) grid overing Poland and adjaentregions. The extent of the domain an be seen in �gure 7. After a �rst try with a on�guration without usinga redued radiation grid, it was deided to rerun the grid generator and try a simulation for 21 Septemberusing also a redued radioation grid.A fous was set on running a high-impat weather situation on 9 and 10 August 2017 and adapting theCOSMO postproessing environment from IMGW to the ICON-LAM simulation. Figure 7 douments thesuess of this e�ort. The top �gure shows the 24 h preipitation in ombination the loud over on 10 August2017, 0UTC. The bottom �gure depits the wind speed and diretion for the same time.6 Ahievements for RomaniaThe main fous of Cosmin Barbu and Rodia Claudia Dumitrahe was to run ICON in a similar on�gurationas the urrent operational on�guration at NMA and gain experiene with ICON whih is neessary for thefuture support ativities of NMA.The setup for Romania inludes a 6.5 km (R3B8) domain overing a large area around Romania and a seond,high-resolution domain at 2.8 km (R7B8) overing Romania. The extent of the high-resolution domain an beseen in �gure 8.Due to the neessary HPC resoures, one of the questions that were investigated was, whether the 6.5 kmdomain is bene�ial (or neessary) as an intermediate step between the global ICON data from DWD andthe high-resolution domain. The alternative ould be to use the global ICON data diretly as initial andboundary ondition for the high-resolution domain. This an be justi�ed as the global ICON data ontainsthe solution of the 6.5 km ICON-EU nest. Figure 8 shows results from a high-resolution simulation diretlynested into ICON global (top left), a simulation that uses a 6.5 km limited-area simuation as an intermediatestep (top right) and the di�erene between the results (bottom). It turns out that loal di�erenes in thelowest model layer temperature of up to 2◦ our. A strong di�erene of up to 4◦ is visible at the Blak Sea.The reason for this strong, unexpeted di�erene has to be investigated in more detail. In general, furtherCOSMO Newsletter No. 18: July 2018 www.osmo-model.org
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Figure 7: Total loud over and preipitation (top) and wind speed and diretion (bottom) after 24 h ofsimulation on 10 August 2017, 0UTC, for the Polish 2.5 km domain.

Figure 8: Results for 2m temperature on 21 September 2018 in the Romanian (NMA) high-resolutiondomain. The 2.8 km simulation is diretly driven by global ICON data (top left) or with an intermediate step,i.e., a 6.5 km simulation of the Romanian domain (top right). The bottom �gure shows the di�erene betweenthe results.ases and omparisons with measurements have to be taken into aount to reah a onlusion.COSMO Newsletter No. 18: July 2018 www.osmo-model.org
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Figure 9: Total loud over (white) and aumulated 48 h preipitation (blue) on 21 September 2018 for the6.5 km Russian domain (left) and the 3.2 km nested domain (right).The partiipants from RHM, Denis Blinov and Alexander Kirsanov, prepared one large domain named ICON-RU7 whih uses an R3B8 grid (6.5 km e�etive resolution). The extent of ICON-RU7 an be seen in �gure 9.The left part of the �gure shows results of an ICON-RU7 simulation while the right part shows the topographyin ombination with results from a nest whih will be desribed in the following. An online two-way nest namedICON-RU3 (R3B9, 3.2 km) was added to over most of the densely populated regions of Russia. The extent isvisualized by the frame in the right part of �gure 9.Figure 9 shows the total loud over (in white) ombined with aumulated 48 h preipitation (in blue) on23 September 2018, 0UTC. Minor di�erenes in the struture of the loud �elds and the preipitation arevisible, a quantitative omparison has not been performed.In the urrent operational setup, RHM is performing omprehensive air quality foreasts with COSMO-ART (inluding hemistry and seondary aerosol formation). This is done for a small domain around theMosow region. For this reason, �rst tests with ICON-ART have been performed. A simulation of an arti�ialvolano eruption ('The Great Mosow Eruption') near Mosow with ICON-LAM-ART has been performedsuessfully.Additionally, tests have been performed at the RHMHPC system. ICON and the iontools have been ompiled,data provided at the workshop as well as the atual data sent to RHM were remapped and ICON-LAMsimulations were performed. ICON-ART worked with the binary ompiled at DWD also at the RHM HPC(as the systems are very similar). The ICON-ART binary ompiled at RHM, however, showed some problems,probably related to the xml library installed at RHM.8 Ahievements for SwitzerlandGuy de Morsier and Carlos Osuna from MCH hose a double-nested setup at very high resolutions with thefollowing domains:� Swiss R19B08 (1km), the extent is shown in the top part of �gure 10,� Alps R19B09 (500m), the extent is shown in the bottom part of �gure 10, and� a small domain around Zurih, Zrh R19B10 (250m).For the test ase of 21 September 2018, several on�gurations using di�erent initial and boundary onditions,et., have been tested. The following ahievements were reahed:� Could ompile both ion and iontools with g and ray on 2 CSCS omputers,� Remap ICON (global) & IFS data to obtain IC and LBC,� Swiss domain (1km) ould run with ICON +48h and +33h with IFS IC and LBC, and� 1 nest with Swiss and Alps with ICON IC and LBC to +12h.COSMO Newsletter No. 18: July 2018 www.osmo-model.org
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Figure 10: First results for the large Swiss 1 km domain (top) and the nested 500m region following thearh desribed by the Alps (bottom).Unfortunately, a simulation with the 250m nested region around Zurih was not suessful, the errors arebeing investigated.9 Problems Enountered & and Open IssuesThe usage of ICON for high-resolution limited-area simulations with the NWP physis pakage has juststarted. It was expeted that some problems our at a workshop where this mode of ICON is used in verydi�erent on�gurations. In this setion, we want to provide an overview on the most pressing problems thatwere enountered and an outlook on possible solutions is given.� InterpolationThe estimation of oe�ients for the RBF interpolation in the iontools (intp_method = 3) did notwork as intended for masked �elds. This bug resulted in interpolated �elds as visualized in �gure 11.During the workshop, the most onvenient solution was to use another interpolation method, namelynearest neighbor (intp_method = 4).The development version of the iontools already ontains a �x for this behavior. A new version will beprepared and distributed within the next weeks.� Visualization of ICON results on triangular gridIt is not an easy task to visualize ICON data on the native triangular grid. Espeially for interpolationproblems as desribed above, it is neessary to take a look at the data on the triangular grid. Duringthe workshop, this was done by adapting a NCL sript to the needs.There are multiple ways to visualize ICON data on triangular grid. Unfortunately, GrADS whih isprobably the most used visualization software in COSMO an not be used for this task. For example,COSMO Newsletter No. 18: July 2018 www.osmo-model.org
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Figure 11: Example for an interpolation bug in ionremap of IFS data that many of the partiipants werefaing. The visualization was performed with NCL on the native triangular ICON grid.NCL or Python an be used and the COSMO partners should share their sripts and experienes in thefuture.� Retrieval of limited-area IFS dataMany of the COSMO members are using IFS data from ECMWF as initial and boundary data for theirforeasting system. A sript to retrieve ICON-onform IFS data is provided as a part of the soureode (named mars4ion_smi). The original intention of this sript, however, is to retrieve global initialdata. Hene, the �les are muh larger than they need to be for limited-area appliations. The sriptsalso performs preproessing of the data, i.e. soil moisture index (SMI) is alulated and subsequentlyused instead of the soil water ontent. This makes the resulting soil moisture more independent fromsoil types, whih an be di�erent between IFS and ICON. It turned out that adapting the sript tolimited-area mode retrieval reated other problems. Two horizontal grids turned up in the �le retrievedfor the limited area whih made the iontools rash. In addition, the SMI did not show up in theretrieved data.A bug has been identi�ed within the underlying I/O library CDI whih aused the problem with twohorizontal grids. A bug�x will be provided as soon as it is available and tested. In general, a limited-areaoption has to be added to the mars4ion_smi sript. As this is important for several COSMO members,a task fore should be established that adds the features needed by COSMO to the mars4ion_smi sript.� generatingCenter and generatingSubCenterCurrently, the generatingCenter and generatingSubCenter of grib �les used for ICON has to be DWD(i.e., 78 and 255). This an, if neessary, be ontrolled during the grid �le generation. If the enter andsubenter are di�erent, they have to be overwritten by a namelist swith in ICON.The hanges neessary to aept also data from other enters will be investigated.� Portability of ICON and iontoolsMany partiipants pointed out their problems in porting ICON and the iontools to a new HPCplatform.In most of the ases, two reasons are responsible. One is the onfusing realization of the on�gureenvironment of ICON and onfusions due to the multiple Make�les of the iontools. The other reasonCOSMO Newsletter No. 18: July 2018 www.osmo-model.org



4 Working Group on Implementation and Referene Version 27are the requirements to the software stak. Reent ompiler versions in ombination with multiplelibraries that should be built with the same ompiler version are neessary. Sometimes, it is even aombination of both reasons. There are e�orts at DWD and MPI-M to inrease the portability of theodes.10 Summary and OutlookDespite the previously mentioned problems that were enountered during the workshop, eah group was ableto ahieve a great deal of progress with ICON-LAM. Eah of the groups was able to suessfully performsimulations with their hosen on�guration. In addition, several groups managed to run ICON also on theirHPC system and/or on the ECMWF HPC system. The COSMO members are now well-prepared to startwith a testing phase of ICON at their institutions and the seond phase of the Priority Projet C2I.Besides that, several ahievements with respet to pre- and postproessing were ahieved. The retrival ofglobal IFS data as initial and boundary ondition has worked and a more e�ient way to retrieve limited-area data is being investigated. Some COSMO members were able to drive an ICON-LAM simulation withthe ICON data that they reeive routinely from DWD for their COSMO foreasts. The feasibility of adaptinga COSMO postproessing suite to ICON was also proofed.The C2I Workshop on Setup & Experiments suessfully provided an entry point for the individual ICON-LAM simulations of the COSMO members. Besides the ahievements presented so far, the workshop alsofostered the ollaboration between the COSMO partners. Individual ahievements are shared with the otherCOSMO members and a lose network is established that eases a joint transition phase to ICON-LAM.
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