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Editorial 1

The current issue of the COSMO Newsletter presents results of a selection of many devel-
opments related to the activities of our consortium. The articles document not only the
achievements of COSMO scientists in diverse areas of COSMO interests but also indicate a
fruitful cooperation of the COSMO community with academic institutions. I am personally
very pleased of it and I am convinced that such a cooperation and its strengthening will sub-
stantially assist in maintaining and reinforcing scientific quality of our research and, finally,
the quality of our operational tools and software.

The year 2011 was especially important for our consortium. The COSMO General Meeting,
which took place from 5 to 8 September in Rome, was the forum for presentations and dis-
cussions on the current work of the consortium; see the presentations at http://www.cosmo-
model.org/content/consortium/generalMeetings/general2011/default.htm. During the meet-
ing, the COSMO Standards for Source Code Development and the revised terms of reference
for the main COSMO bodies like the Working Group Coordinators (WGCs), Source Code
Administrators (SCA), Scientific Project Manager (SPM), as well as Scientific Management
Committee (SMC) and Technical Advisory Group (TAG) were approved. The aim of the lat-
ter was to clarify the role and responsibilities of the COSMO bodies as well as to harmonize
them with the approved coding standards.

The aim of the introduction of the coding standards is to assure the high quality of COSMO
software, necessary for current development as well as future maintenance of the COSMO
code. You can find the document at http://www.cosmo-model.org/content/model/documenta
tion/standards/default.htm. As expressed by Marco Arpagaus, the former SPM, “Together
with the COSMO Science Plan, the Priority Projects, Priority Tasks and Work Package
Lists, the COSMO Standards for Source Code Development forms the main pillars of the
COSMO development process”. With these, we are all very much invited, encouraged and
obliged to implement the high COSMO standards into practice. Good luck!

For the next General Meeting, we will meet in Lugano, Switzerland, from 10 to 13 September
2012.

Micha l Ziemiański
COSMO Scientific Project Manager

Figure 1: Participants of the 13th COSMO General Meeting in Rome
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1 Working Group on Numerical Aspects 3

Horizontal nonlinear Smagorinsky diffusion

M. Baldauf and G. Zängl

Deutscher Wetterdienst, Offenbach, Germany

1 Introduction

The COSMO model uses several diffusion and damping mechanisms to stabilize the dy-
namical core. One of these is an artificial 4th order hyper-diffusion acting in the horizontal
direction. For example in the COSMO-DE (i.e. the COSMO model setup covering mainly
Germany together with the most part of the Alpine region with a horizontal grid mesh size of
2.8 km) it is used to smooth the wind velocity components u, v, and w. The strength of the
constant hyper-diffusion coefficient lies at about 5% of its possible maximum value (which
is defined by the stability constraint). Only in a boundary zone it has a higher value and
additionally the other dynamic variables pressure p′ and temperature T ′ (i.e. their deviations
from a reference state) are diffused.

In very rare events this artificial hyper-diffusion is not strong enough to prevent the model
from a crash by horizontal shear instabilities. This shows that an additional, more physically
based diffusion mechanism in the horizontal is needed.

2 Horizontal Smagorinsky Diffusion

The nonlinear diffusion proposed by Smagorinsky (1963) is formally a purely horizontally
acting (’harmonic’) diffusion. In Cartesian coordinates it may be written as

∂u

∂t
+ ~v · ∇u = . . . + Ksmag∆u, (1)

∂v

∂t
+ ~v · ∇v = . . . + Ksmag∆v, (2)

∂w

∂t
+ ~v · ∇w = . . . + 0, (3)

with the diffusion coefficient

Ksmag = l2s ·
√

T 2 + S2, (4)

T =
∂u

∂x
−

∂v

∂y
, (5)

S =
∂u

∂y
+

∂v

∂x
. (6)

This means that Ksmag contains both parts of the horizontal tension strain T and of the
horizontal shearing strain S. Smagorinsky (1993) pointed out that on the sphere additional
metric correction terms must be considered in T and S. But those can be neglected for
smaller scale model applications and with the main intention to prevent from model crashes
by shear instabilities.

The length scale ls (a sort of a mixing length) can be determined by the following argument:
in any case a stability criterion

Ksmag · ∆t

(
1

∆x2
+

1

∆y2

)

≤
1

2
(7)
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1 Working Group on Numerical Aspects 4

must be fulfilled. One can approximately set (motivated by numerical efficiency)

l2s =
c

1

∆x2 + 1

∆y2

(8)

with a yet arbitrary ’Smagorinsky-constant’ c. Then from stability constraint it follows, that
the dimensionless diffusion coefficient

ksmag := c · ∆t ·
√

T 2 + S2 (9)

must fulfill

ksmag ≤
1

2
. (10)

For example for COSMO-DE with ∆x ≈ ∆y ≈ 2800 m and ∆t ≈ 25 s and for a shear of
∆u = 28 m/s per grid box this results in ksmag ≈ c · ∆t · ∆u/∆y ≈ c · 0.25.

To get the dimensional value Ksmag one has to multiply by
(

∆t ·
(

1

∆x2 + 1

∆y2

))
−1

≈ 1.6 ·

105 m2/s. Smagorinsky (1963) proposes a value of about c ≈ 0.1. If one uses this diffusion
only as a mechanism to reduce shear instabilities without influencing too much the overall
model behavior, a value of c ≈ 0.03 was found as appropriate for COSMO-DE simulations.

To discretize S and T by centered differences in a symmetric way, T is discretized to the
scalar position (i, j) whereas S is discretized to the position (i+1/2, j +1/2) (’uv’-position).
Afterward they are firstly squared (to prevent from annihilation by negative values) and
secondly they are averaged to the u- and v-positions. To avoid a double counting, i.e. that
small wavelengths are diffused too strong by both Smagorinsky- and the 4th order (hyper)-
diffusion, the dimensionless hyper-diffusion coefficient is subtracted with a weight of 0.5.

This horizontal Smagorinsky diffusion is implemented in the official version COSMO 4.21.
There is only one namelist switch (l diff Smag) to enable or disable it. The two above
mentioned parameters are only internal parameters (with the intention that only experienced
users should modify them): the Smagorinsky constant c smag = 0.03 and the weighting to
avoid double counting weight K 4th = 0.5.

3 Case Study

Figure 1: COSMO-DE simulation started at 26. Aug. 2011, 6 UTC: meridional component of wind velocity
at level 22 at 20:30 UTC. Left: only linear horizontal hyper-diffusion, right: with additional Smagorinsky-
diffusion.
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1 Working Group on Numerical Aspects 5

An example which shows the necessity of a more physically based diffusion mechanism is
the COSMO-DE at the 26. Aug. 2011. Here both the deterministic run and several runs of
the DWD COSMO-DE ensemble prediction system crashed due to a shear instability which
occurred in the vicinity of the westerly inflow boundary during the evening. The strong
shear can be recognized in Fig. 1 (left) in the meridional wind component v. This strong
shear occurred only in two levels but it was sufficient to cause a model abort shortly after
this event due to CFL number violation. In contrast, in the simulation with Smagorinsky
diffusion (Fig. 1, right) the wind shear is strongly reduced; consequently the model did not
crash. Obviously, the Smagorinsky diffusion did not completely destroy the shear along the
front. This is not unrealistic, e.g strong shear in the vicinity of so called ’narrow cold frontal
rainbands’ does occur in reality.

Figure 2: Simulation of 26. Aug. 2011, 6 UTC run, at 20:30 UTC: curl of the horizontal wind field
(shaded) and wind velocity (arrows at every third grid position) at about z ∼ 900 m (top row) and at
about z ∼ 3.3 km (bottom row) above ground. Only horizontal hyper-diffusion (left), and with additional
Smagorinsky-diffusion (right).

At about the same time a mesocyclone occurred near the north western coast of Germany.
This structure seemed to be realistic, therefore the Smagorinsky diffusion should not destroy
such a phenomenon. This is demonstrated in Fig. 2: the runs with additional Smagorinsky
diffusion (right) show the mesocyclone with about the same strength and position than the
control run (left).

Fig. 3 displays the maximum and volume mean value of the dimensionless diffusion coefficient
ksmag. The mean value <ksmag> ≈ 0.002 corresponds to a mean value of about <Ksmag> ≈
300 m2/s.
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Figure 3: Temporal behavior of maximum (upper curve) and volume mean (lower curve) values of the
dimensionless diffusion coefficient ksmag for the same simulation.

4 Summary and Outlook

The purpose of this implementation is the stabilization of the dynamical core (and the whole
model) against horizontal shear instabilities. The reason for the occurrence of such effects
is the lack of a horizontally acting turbulence scheme. The intention of this implementation
was to keep the purely vertical turbulence scheme (mainly a Mellor-Yamada type, stage
2.5 scheme with some modifications) and to apply the Smagorinsky diffusion in addition to
that. Therefore the 3-dimensional Smagorinsky-diffusion already implemented by Herzog et
al. (2002a, 2002b) could not be used (see also the contribution of Langhans et al. (2012) in
this COSMO-Newsletter). Moreover for such a stabilization purpose the emphasis lies more
on efficiency than on physical accuracy. Therefore no metric terms of the terrain following
coordinate were used. Such metric terms were derived for the fluxes and the flux divergence in
Baldauf (2005) and can be used for the above mentioned 3D Smagorinsky diffusion (Baldauf,
2006) if the slope of the terrain is not too steep. Therefore, the additional computational
costs are moderate with about 1% of the total run time (measured with COSMO-DE on 8
processors on the NEC SX9).

Until now only tests were made for the convection resolving model application COSMO-DE.
The verification scores against synoptic observations and against upper air observations for
two periods in winter (1.-28. Feb. 2011) and in summer (1.-30. Aug. 2011) were neutral
compared to runs without the horizontal Smagorinsky diffusion. Despite this fact, a closer
investigation of the influence of any horizontal diffusion to the initiation and development of
resolved deep convection would be of interest. It should be further tested if this Smagorinsky
diffusion should be applied for the larger-scale model applications, too (e.g. for COSMO-EU
with 7 km horizontal grid mesh size).
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Tests of TILES/MOSAIC parametrisation in COSMO model

GRZEGORZ DUNIEC1, ANDRZEJ MAZUR2

1: Department for Numerical Weather Forecasts COSMO
2: Institute of Meteorology and Water Management

ul. Podleśna 61, 01 − 673, Warszawa, Polska

1 Summary

In COSMO model (Consortium for Small-Scale Modelling) physical processes occurring be-
tween lower atmosphere and upper soil layers were parameterized via soil model TERRA
and TERRA/LM (Doms et al., 2007). Since 2009 at the Institute of Meteorology and Water
Management (IMGW) two new parameterizations, MOSAIC and TILE, (Ament 2006, 2008
and Ament and Simmer, 2010, Duniec and Mazur 2011) have been tested. These parameter-
izations have taken into account non-homogeneities of the soil in a single grid. In 2009 and
2010 MOSAIC parameterization has been intensively tested (Duniec, Mazur, 2011), and tests
were continued in 2011 with TILE parameterization. Tests were carried out using selected
data from days with specific synoptic conditions. Different versions of the model code with
both TILE and MOSAIC parameterizations implemented were used for tests, using various
numerical and convection schemes.

2 Introduction

Physical processes occurring in the soil and the bottom layer of the atmosphere (in boundary
layer of atmosphere), are interlinked. In soil, there is a set of hydrological and thermal
processes (Warner, 2011):

- Capillary and gravitational transport of water, drainage of surface and subsurface runoff.

- Vertical transport of water vapor in the atmosphere via convection and molecular diffusion.

- Withdrawal of water in soil by plant roots (trees, grass, etc.).

- Freezing and melting and/or condensation and evaporation of water, release of absorbed
latent heat due to these processes.

- Thermal conductivity.

- Precipitable water, water from melting snow, dew which penetrates into deeper layers of
soil.

- Evaporation of water from the ground into the atmosphere.

- Heat exchanged between the ground and atmosphere.

- Transport of water in the roots, herbaceous, etc.

- Precipitation on the (covered or not covered - bare-soil) surface with vegetation.

- Drips of water on a surface or other plants.
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2 Working Group on Physical Aspects 9

- Snowfall and its excess on a soil surface covered with and on bare soil.

- Melting and sublimation of snow and frost and any accompanying thermal processes.

- Dew and frost on a soil covered or with vegetation or bare soil, release of latent heat.

- Surface mist (soil covered with vegetation and bare soil).

- Evaporation of water from the surface of the leaves of plants, transpiration, any accompa-
nying thermal processes.

Many factors affects on thermal and hydrological processes in soil. These factors are related
to:

a) soil type (clay, sand, silt, mud, sludge, etc., with different physical properties such as
thermal conductivity, porosity, etc.),

b) soil cover (water, ice, snow),

c) type of vegetation covering a ground (grass, forest, etc.),

d) spatial distribution of vegetation coverage,

e) type of region (cities, villages, fields, meadows, etc.),

f) season (soil may be frozen, moist, dry, snow-covered etc. due to synoptic situation),

g) physical processes that occur in the lower atmosphere.

Since that these processes occur on a scale smaller than the resolution of model grid they
must be parameterized. At present two parameterizations are applied in the COSMO model,
namely soil and vegetation models TERRA and TERRA LM (Doms et al., 2007), that as-
sume that surface of the Earth in a single model grid is uniform. Since 2009 at IMGW
two other parameterizations, TILE and MOSAIC, are tested. Both account for ground non-
uniformity (Ament, 2006, 2008, Ament and Simmer, 2010, Duniec and Mazur 2011). Tests
were carried out for several terms (selected dates). Selection was made on the basis of mis-
cellaneous criteria, namely, season of a year, different conditions of soil - frozen, unfrozen,
clamp, loose, etc.), synoptic situation (sunny, foggy, windy, cloudy day etc.), and atmospheric
phenomena, (at ground surface, e.g. snow cover). In 2009 and 2010 tests of MOSAIC pa-
rameterization were conducted for six selected synoptic terms (Duniec, Mazur 2011) while
in 2011 TILE and MOSAIC parameterizations were tested for nine (actually, six previously
chosen and three additional) terms.

During tests various versions of model code model were used (4.08 and 4.14 with parame-
terizations MOSAIC and TILE implemented), with miscellaneous numeric and convection
schemes. Approach MOSAIC and TILE is described in the work of (Ament 2006, 2008; see
Ament and Simmer, 2011 and Duniec and Mazur 2011).
Following meteorological fields were selected for tests:

- TE2M - air temperature at 2m above ground level.

- TD2M - dew point temperature at 2m agl.

- TSOI - soil temperature at 0 cm.
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- U10m - zonal wind component, 10m agl.

- V10m - meridional wind component, 10m agl.

- QV2M- specific water vapor content, 2m agl.

- QVSF - specific water vapor content at surface.

- PR - atmospheric pressure.

Data from nine terms with various soil- and synoptic conditions were selected for analysis, as
follows: 01.02.2009, 00 UTC, 22.04.2009, 12 UTC, 22.07.2009, 00 UTC, 16.10.2009, 00 UTC
and 06 UTC, 04.11.2009, 12 UTC, 21.11.2009, 06 UTC, 10.01.2010, 00 UTC, 25.02.2010, 00
UTC and 18.11.2010, 00 UTC.

Description of synoptic conditions in 01.02.2009, 22.04.2009, 16.10.2009, 04.11.2009 and
21.11.2009 one can find in (Duniec and Mazur 2011).

Figure 1: Synoptic situation of 22.07.2009, 00 UTC.

Meteorological conditions in 22.07.2009, 00:00 UTC (Fig. 1).
Weather in Western and Central Europe was influenced by fronts related to set of low-
pressure centers. Southern Europe was in range of a high pressure center of 1020 hPa over
Greece and Sardinia. South of Poland was up under an influence of a warm front associated
with the atmospheric low-pressure center of 990 hPa over Ireland. Air temperature from 10.2
C to 20.8C. Wind form 0 to 10m/s over Baltic Sea in over western part of Sudety Mountains.

Meteorological conditions in 10.01.2010, 00:00 UTC (Fig. 2).
Northern Europe was in range of wide high-pressure center of 1040 hPa over southern Scan-
dinavia. Western Europe was under an influence of high-pressure center of 1020 hPa over the
Iberian Peninsula. The rest of Europe was in the range of low-pressure centers and atmo-
spheric fronts. Southern Poland was in range of a warm front associated with the low-pressure
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Figure 2: Synoptic situation of 10.01.2010, 00 UTC.

Figure 3: Synoptic situation of 25.02.2010, 00 UTC.

center of 1005 hPa over southern Europe. Wind from 1 m/s (midlands) to 21 m/s over Baltic
Sea. Air temperature from -9.2C (north) to 1.9C in south.

Meteorological conditions in 25.02.2010, 00:00 UTC (Fig. 3).
In Western and Central Europe dominated systems of low pressure with atmospheric fronts.
Poland was in the zone of warm atmospheric front associated with low-pressure center of
995 hPa over northern Scandinavia. Wind: weak all over the country. Air temperature from
approximately -4.0C in mountain region of Poland to 3.5C.

Meteorological conditions in 18.11.2010, 00:00 UTC (Fig. 4).
Low-pressure center of 980 hPa over Ireland prevailed in Western Europe, and an atmospheric

No. 12: April 2012



2 Working Group on Physical Aspects 12

Figure 4: Synoptic situation of 18.11.2010, 00 UTC.

front in Central Europe. In the north-eastern part of Europe occurred high-pressure system
with a center of 1040 hPa over the northern Russia. Poland was in the zone of warm front.
Wind from 1 m/s to 11 m/s over the Baltic Sea. Air temperature from 3.0C to 9.0C.

3 Methodology

Several versions of COSMO model code were prepared and tested as follows:

- 4.08 - fundamental version of code, COSMO v. 4.08 - MOSAIC parameterization NOT
implemented.

- 4.14 - fundamental version of code, COSMO v. 4.14 - TILE parameterization NOT imple-
mented.

- MOSA - code of COSMO ver. 4.08 - with MOSAIC parameterization implemented.

- TILE - code of COSMO ver. 4.14 - with TILE parameterization implemented.

- NSUBS - modified code, TILE parameterization implemented but switched-off.

- SUBS1 - modified code, TILE parameterization implemented, accounting for presence/absence
of snow cover in a single grid

- SUBS3 - modified code, TILE parameterization implemented, accounting for presence/absence
(more or less 50% of) lake surface

- Three convections schemes were applied for every version as above:

- KAFR - Kain-Fritsch’s scheme.

- SHAL - Tiedtke’s scheme for shallow convection.

- TIED - regular Tiedtke’s scheme.

No. 12: April 2012



2 Working Group on Physical Aspects 13

. . . together with four numerical schemes (Doms et al., 2007):

- HEVI - leapfrog, 3-timelevel HE-VI integration.

- LFSI - leapfrog, 3-timelevel semi-implicit.

- RKN1 - Runge-Kutta, 2-timelevel HE-VI integration, irunge kutta=1.

- RKN2 - Runge-Kutta, 2-timelevel HE-VI integration, irunge kutta=2.

Numerical experiments were carried out for every chosen term using code versions prepared
as described above. First, a comparative analysis was performed on three different ways:

1. To compare results obtained for the different versions of the code model COSMO for
the same numerical and convection schemes as follows: 4.08 - 4.14, 4.08 - MOSA, 4.08 -
TILE (NSUB, SUB1, SUB3), 4.14 -MOSA, 4.14 - TILE (NSUB, SUB1, SUB3), MOSA
- TILE (NSUB, SUB1, SUB3), TILE (NSUB - SUB1, NSUB - SUB3, SUB1 - SUB3).

2. To compare results obtained using various numerical schemes but with fixed convection
scheme for each version of the model code (e.g. MOSA, convection scheme Tiedtke,
different numerical schemes).

3. To compare results obtained using different convection schemes but with fixed nu-
merical scheme for each version of the model code (e.g. MOSA, numerical scheme
Runge-Kutta, different convection schemes).

Afterwards correlation coefficient and standard deviation were calculated and analyzed for
all possible combinations of numerical and of convection schemes.

4 Results and discussion

The results were divided into two categories, ”the best configuration” and ”the worst con-
figuration”. The first one contained results for which resulting correlation coefficient has the
highest value, while the second - lowest value. The highest value of the correlation coefficient
indicated that the parameterization either insignificantly or not at all influenced on examined
meteorological field, and the smallest value of correlation coefficient suggests a high sensitiv-
ity of meteorological field to soil processes parameterization. It should be stressed out that
terms ”the worst” and ”the best” did not reflect in any way a quality of parameterization,
but described in a qualitative manner changes (from the most significant to the less ones)
which can be seen comparing to reference runs.

The worst results were received from experiment code v. 4.08, 4.14, MOSA, TILE VIEW
(SUB1, NSUB, SUB3) of 18 November 2010 for the following combinations: 4.14 - TILE
(SUB1), 4.14 - TILE (NSUB), 4.08 - TILE (SUB1), 4.08 - TILE (NSUB), TILE (NSUB) -
TILE (SUB3), TILE (NSUB) - TILE (SUB3), TILE (SUB1) -TILE (SUB3), MOSA - TILE
(SUB1), MOSA - TILE (NSUB) (Tab. 1, Fig. 5-7).

The best results have been received for numerical experiment using the code v. 4.08 and the
MOSA version for February 1, 2009 and 18 November 2010, for all analyzed meteorological
fields, and for February 1, 2009 using the TILE version with NSUB and with SUB1. Corre-
lation coefficient was equal to 1 for all convection schemes. It suggests that meteorological
fields are insensitive to soil processes parameterization regardless of numerical and of con-
vection schemes applied.
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Numerical schemes → HEVI LFSI RKN1 RKN2

Convection schemes ↓ Comparison of 4.14-TILE-SUB1

KAFR 0,9278 0,9300 0,9317 0,9316

SHAL 0,9277 0,9302 0,9315 0,9316

TIED 0,9276 0,9290 0,9312 0,9312

Comparison of 4.14-TILE-SUB

KAFR 0,9278 0,9300 0,9317 0,9316

SHAL 0,9277 0,9302 0,9315 0,9316

TIED 0,9276 0,9290 0,9312 0,9312

Comparison of 4.08-TILE-SUB1

KAFR 0,9280 0,9302 0,9326 0,9325

SHAL 0,9279 0,904 0,9326 0,9326

TIED 0,9278 0,9294 0,9330 0,9330

Comparison of 4.08-TILE-SUB

KAFR 0,9820 0,9302 0,9326 0,9325

SHAL 0,9279 0,9304 0,9326 0,9326

TIED 0,9278 0,9294 0,9330 0,9329

Comparison of TILE-NSUB-TILE-SUB3

KAFR 0,9322 0,9341 0,9318 0,9318

SHAL 0,9321 0,9343 0,9317 0,9317

TIED 0,9318 0,9334 0,9314 0,9314

Comparison of TILE-SUB1-TILE-SUB3

KAFR 0,9322 0,9341 0,9318 0,9318

SHAL 0,9321 0,9343 0,9317 0,9317

TIED 0,9318 0,9334 0,9314 0,9314

Comparison of MOSA-TILE-SUB1

KAFR 0,9280 0,9302 0,9326 0,9325

SHAL 0,9279 0,9304 0,9326 0,9326

TIED 0,9278 0,9294 0,9330 0,9329

Comparison of MOSA-TILE-NSUB

KAFR 0,9280 0,9302 0,9326 0,9325

SHAL 0,9279 0,9304 0,9326 0,9326

TIED 0,9278 0,9294 0,9330 0,9329

Table 1: Correlation coefficient (soil temperature, 18.11.2010) for different model versions, convection and
numerical schemes.

Figure 5: Differences of values of soil temperature at 2m agl., 18.11.2010 r. Comparison between 4.14 -
TILE (SUB1), numerical scheme HE-VI, convection scheme Kain-Fritsch.
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Figure 6: As in Fig. 5. Comparison between TILE SUB1 and SUB3, numerical scheme Runge-Kutta,
convection scheme Tiedtke - shallow convection.

Figure 7: As in Fig. 5. Comparison between MOSA - TILE NSUB, numerical scheme Runge-Kutta 2,
convection scheme Tiedtke.

The analysis of data shows that surface temperature is the most sensitive of meteorological
field to MOSAIC and/or TILE parameterization (see tables 1-8). Correlation coefficients
for this field are the lowest in comparison with correlation coefficients for others. It seemed
that synoptic situation of 18.11.2010 was a main reason of it. During this day the entire
area of Poland was under an influence of a warm front, which was accompanied by rain-
fall causing high amount of moist in a surface layer of soil and, subsequently, changes in
physical properties of soil (e.g. thermal conductivity). It has caused soil surface temperature
to be very sensitive to applied parameterizations. The change of physical properties of soil
affected also on heat and moisture fluxes from soil surface to atmosphere and - indirectly -on
other meteorological fields such as air temperature, dew point temperature and humidity.
A sensitivity of these fields on the parameterizations of soil processes is smaller compared
to sensitivity of soil surface temperature. Changing numerical and convection schemes one
could not significantly affect results - differences in values of correlation coefficients was in
the range of 0.01 to 0.06.

A sensitivity of meteorological fields for MOSAIC and/or TILE parameterization depends
on a synoptic situation that affects current weather conditions. When in a given area there
are homogeneous synoptic conditions meteorological fields are more sensitive to MOSAIC
parameterization with numeric schemes leapfrog and leapsemi. This sensitivity was not ob-
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served for Runge-Kutta schemes, regardless of the applied schema types. When there is
non-homogeneous set of meteorological conditions it was not stated explicitly which param-
eterization has a more significant influence on meteorological fields.

In Figures 8-10 and in tables 2 and 3 there are values of correlation coefficients of results
obtained for the numerical experiment of 1 February 2009. On that date there were signif-
icantly different meteorological conditions. Poland was under the influence of high-pressure
with center over mid Russia. There were no precipitation at all and ground surface was
covered with snow. Using numeric schemes leapfrog and leapsemi, air temperature at 2m
agl. seemed to be the most sensitive to soil parameterizations (to a lesser extent, dew point,
sensible heat flux and humidity).

Figure 8: Differences of values of air temperature at 2m agl., 01.02.2009. Comparison between 4.14 -
TILE (SUB3), numerical scheme HE-VI, convection scheme Kain - Fritsch.

Figure 9: Differences of values of specific water vapor content at 2m agl., 01.02.2009. Comparison between
4.08 - TILE (SUB1), numerical scheme HE-VI, convection scheme Kain - Fritsch.
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Numerical schemes → HEVI LFSI RKN1 RKN2

Convection schemes ↓ Comparison of 4.14-TILE-SUB3

KAFR 0,9696 0,9708 0,9954 0,9954

SHAL 0,9699 0,9708 0,9954 0,9954

TIED 0,9711 0,9711 0,9972 0,9972

Comparison of 4.14-TILE-SUB1

KAFR 0,9677 0,9686 0,9986 0,9985

SHAL 0,9683 0,9688 0,9985 0,9985

TIED 0,9679 0,9673 0,9986 0,9986

Comparison of 4.14-TILE-NSUB

KAFR 0,9677 0,9686 0,9986 0,9985

SHAL 0,9683 0,9688 0,9985 0,9985

TIED 0,9679 0,9673 0,9986 0,9986

Comparison of 4.08-TILE-SUB3

KAFR 0,9695 0,9704 0,9939 0,9939

SHAL 0,9697 0,9706 0,9939 0,9939

TIED 0,9710 0,9710 0,9942 0,9943

Comparison of 4.08-TILE-SUB1

KAFR 0,9676 0,9684 0,9970 0,9970

SHAL 0,9682 0,9688 0,9970 0,9970

TIED 0,9679 0,9636 0,9960 0,9960

Comparison of 4.08 - TILE-NSUB

KAFR 0,9676 0,9684 0,9970 0,9970

SHAL 0,9682 0,9688 0,9970 0,9970

TIED 0,9679 0,9674 0,9960 0,9960

Comparison of TILE-NSUB - TILE-SUB3

KAFR 0,9800 0,9765 0,9949 0,9949

SHAL 0,9802 0,9774 0,9949 0,9949

TIED 0,9820 0,9786 0,9965 0,9965

Comparison of MOSAIC - TILE-SUB3

KAFR 0,9695 0,9704 0,9939 0,9939

SHAL 0,9697 0,9706 0,9939 0,9939

TIED 0,9710 0,9710 0,9942 0,9943

Comparison of MOSAIC - TILE-SUB1

KAFR 0,9676 0,9684 0,9970 0,9970

SHAL 0,9682 0,9688 0,9970 0,9970

TIED 0,9679 0,9674 0,9960 0,9960

Table 2: Correlation coefficient (air temperature, 01.02.2009) for different model versions, convection and
numerical schemes.

Numerical schemes → HEVI-LFSI HEVI-RKN1 HEVI-RKN2 LFSI-RKN1 LFSI-RKN2 RKN1-RKN2

Convection schemes/fields ↓ Comparison of TILE-NSUB

KAFR-QV2M 0,9872 0,9713 0,9714 0,9782 0,9782 0,9999

KAFR-TE2M 0,9830 0,9655 0,9655 0,9579 0,9579 0,9999

SHAL-TE2M 0,9845 0,9660 0,9660 0,9578 0,9578 0,9999

TIED-TE2M 0,9823 0,9651 0,9655 0,9658 0,9658 0,9999

Comparison of TILE-SUB1

KAFR-QV2M 0,9872 0,9713 0,9714 0,9782 0,9782 0,9999

KAFR-TE2M 0,9830 0,9655 0,9655 0,9579 0,9579 0,9999

SHAL-TE2M 0,9845 0,9660 0,9661 0,9578 0,9578 0,9999

TIED-TE2M 0,9823 0,9655 0,9655 0,9658 0,9658 0,9999

Table 3: Correlation coefficient (for selected meteorological fields in 01.02.2009) TILE version, NSUB and
SUB1), for selected convection and numerical schemes.
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5 Conclusions

In this article results of tests carried out using a new soil processes parameterizations -
MOSAIC and TILE in COSMO model COSMO are presented. Tests were carried out with
different convection and numerical schemes to assess how parameterization(s) contributes to
a forecast of meteorological fields or which one of them exhibits stronger influence. Statisti-
cal analysis was carried out and an analysis of the differences between the results obtained
with parameterizations MOSAIC or TILE switched on and off. Results were divided into
two groups. The first group includes results with the highest correlation coefficient (so called
”the best case”), and the other - results with lowest correlation coefficient (”the worst case”).
Best case suggests that the parameterization MOSAIC or TILE does not affect (almost at
all) the forecast. The ”worst case” is an opposite situation, describing strong influence of
parameterization an forecast.

The analysis shows that: (a) synoptic situation that determines a weather in a given area, is
also a main factor determining an influence of parameterization of soil processes on meteoro-
logical field(s). The manner of this influence would be a topic of on-going tests at IMGW; (b)
MOSAIC parameterization has a more significant influence on meteorological fields in the
case of homogeneous meteorological conditions prevailing in the area of interest and (c) in
the case of ”heterogeneous” weather, resulting in a diversification of physical characteristics
of the soil - such as variations in the coverage of the snow surface of the soil - one cannot
explicitly specify a schema for parameterization of the processes of soil that would have more
significant influence on a meteorological field. At the moment detailed work on this issue is
in progress.
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1 Introduction

Large-eddy simulations (LES) are a powerful tool to study atmospheric turbulence such
as found in the convective boundary layer (CBL) or in shear-driven flows. LES turbulence
closures have commonly been used also in the cloud-modeling community for kilometer-scale
simulations of deep convection (e.g., Klemp and Wilhelmson 1978) and therefore attract
an even broader range of scientific researchers. In this work a Smagorinsky-Lilly turbulence
model is implemented into COSMO and tested for the neutral and the convective boundary
layer. For wall-bounded neutral flows the Smagorinsky-Lilly model performs less accurately
(Chow et al. 2005; Pope 2000) compared to more sophisticated RANS closures (e.g., elliptic
relaxation models), but its computational efficiency and simplicity is of great advantage
(Chow et al. 2005).

The implementation into the COSMO code, which has not been originally designed for LES,
is described here. Thereafter, the implementation is tested for idealized neutral (NBL) and
convective boundary layer (CBL) flows. Our simulations are compared to the ARPS model
(see Xue et al. 2000). The latter has frequently been applied in LES studies (e.g., Chow et
al. 2005).

2 Implementation

2.1 Smagorinsky-Lilly turbulence model

The Smagorinsky mixing-length model has been designed to simulate the energy transfer from
resolved to unresolved scales across an inertial subrange of locally isotropic three-dimensional
turbulence. The resolved motions are separated from residual motions by implicit filtering
of the governing equations in space. The residual stress-tensor is defined by a linear eddy
viscosity model as

uiuj = −2KMDij
︸ ︷︷ ︸

deviatoric

+
2

3
eδij

︸ ︷︷ ︸

isotropic

Dij =
1

2
(
∂Ui

∂xj
+

∂Uj

∂xi
) (1)

with an eddy viscosity KM and the filtered (grid-scale) rate of strain Dij . The isotropic
part of the stress-tensor related to the subgrid turbulent kinetic energy e is typically small
and therefore neglected1. Smagorinsky’s (1963) original proposal has been adapted by Lilly
(1962) to include the effects of buoyancy, such that the eddy viscosity is given as

KM = (csls)
2D

√

max

(

0, 1 −
Ri

Ric

)

(2)

∗Current affiliation: Hungarian Meteorological Service
1This assumption is also applied in other NWP models such as, e.g., ARPS, WRF, or CM1.
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with the characteristic filtered rate of strain D = (2DijDij)
1/2, the Smagorinsky length

scale ls given by Deardorff’s proposal as ls = (∆x∆y∆z)1/3, the Smagorinsky constant cs, a
critical Richardson number Ric, and a (deformation) Richardson number

Ri =

{

N2
m/D

2
for saturated air

N2/D
2

for unsaturated air.
(3)

The moist static stability Nm is defined following Durran and Klemp (1982). An option for
anisotropic mixing in vertical and horizontal directions has also been implemented. Thereby,
two mixing lengths are computed as

lh = (∆x∆y)1/2 lv = ∆z (4)

and substituted into Eq. (2) to obtain the corresponding eddy viscosities Kh
M and Kv

M .

The characteristic rate of strain can be rewritten as

D
2

= 2{D2
11 + D2

22 + D2
33} + 4{D2

12 + D2
13 + D2

23} (5)

and the surface stresses are parameterized using the drag laws

uwsurf = −cDρsurf ũ
√

ũ2 + ṽ2 and vwsurf = −cDρsurf ṽ
√

ũ2 + ṽ2 (6)

with the density at the surface ρsurf and tilde indicating parameters on the lowest model
level. This shear stress parameterization using horizontal wind speed appears plausible for
flows over weakly sloping surfaces, but for steep slopes the shear stress might be better
approximated by the slope parallel wind component.

2.2 Numerical implementation

The deformation tensor is computed in src_slow_tendencies_rk.f90. Both normal com-
ponents and vertical shear components are located at mass-points, while D12 is computed
at the center of each grid-box’s corner (see Fig. 1). Then the eddy viscosities for horizontal
fluxes are computed at mass-points from Eq. (2) in src_turbulence.f90. For isotropic tur-
bulence an interpolation yields the eddy viscosities for vertical mixing located on half-levels.
Optionally, e may be diagnosed from the trace of the deformation tensor.

An implicit discretization is used to calculate (most of) the tendencies. This method is
also used for the discretization of the vertical flux divergences in the current operational
models, e.g., COSMO-2. However, since the implicit solver was implemented along with a
1D turbulence scheme, the Reynolds-stress divergence is incomplete. In more detail, the
mixing tendencies MTD

u and MTD
v appearing in the u- and v-equations, respectively, are

simplified by the homogeneous boundary layer approximation, as

MTD
u = . . . −

1

ρ

∂

∂z
τ13 = . . . −

1

ρ

∂

∂z
(−ρ2Kv

mD13) = . . . −
1

ρ

∂

∂z
(−ρKv

m(
∂w

∂x
+

∂u

∂z
))

≈ . . . −
1

ρ

∂

∂z
(−ρKv

m
∂u

∂z
)

MTD
v = . . . −

1

ρ

∂

∂z
τ23 = . . . −

1

ρ

∂

∂z
(−ρ2Kv

mD23) = . . . −
1

ρ

∂

∂z
(−ρKv

m(
∂w

∂y
+

∂v

∂z
))

≈ . . . −
1

ρ

∂

∂z
(−ρKv

m

∂v

∂z
).
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Thus, together with the horizontal flux convergences also the missing parts from these ten-
dencies are computed explicitly in explicit_horizontal_diffusion.f90. The Reynolds-
stresses related to explicit vertical diffusion, given as

τ13expl = −ρKv
m

∂w

∂x
and τ23expl = −ρKv

m

∂w

∂y
,

are located above the u and v points, respectively, on the model half-levels (see Fig. 1).
This splitting of the tendencies into implicit and explicit contributions is problematic at the
lowest model level, as the parameterized surface Reynolds-stresses (see above) can not be
split. Thus, a zero-gradient lower boundary condition is assumed for the explicit parts of the
Reynolds-stresses on the lowest level, such that vertical mixing of u and v results only from
the implicit contribution. For all derivatives (deformation, scalar fluxes, flux divergences)
metric correction terms may optionally be computed, such that horizontal diffusion can be
evaluated in physical space also for sloping model levels.

To ensure numerical stability the horizontal diffusion coefficients are limited by a maximum
non-dimensional value of 0.1. This limiter is also applied to the vertical diffusion coefficients
used for explicit vertical mixing, but not for the implicit vertical mixing. This threshold is
commonly used in mesoscale models (e.g., WRF) and chosen slightly more stringent than
the one resulting from linear analysis.

ii-1/2
j-1/2

j

k-1/2

k

τ23 expl

τ13 expl

TKE Kv

D13D23

D11D22 D33

Kh

D12

u

v

w

Figure 1: Illustration of the staggering of variables involved within the computation of 3D flux conver-
gences. The mass-point in a grid-box center is indicated by the cube.

3 Simulation of the neutral PBL

The neutral PBL has been intensively studied in the literature (e.g., Andren et al. 1994, Chow
et al. 2005, Mirocha et al. 2010). For this type of flow the turbulent scales close to the surface
are challengingly small. The forcing is a geostrophic wind in longitudinal-direction driven by
a corresponding pressure-gradient. The result for a semi-slip lower boundary condition is a
logarithmic wind profile in the surface layer (10-20 % of PBL depth). For a constant eddy
viscosity (Kv

m 6= Kv
m(z)) the analytical solution of the wind profiles is given by an Ekman-

spiral (Stull 1988, pp. 210). The Smagorinsky model is known to over-predict the near-surface
stress owing to an under-resolved flow and missing backscatter from the subgrid-scale (Mason
and Thompson 1992).
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3.1 Model setup

The split-explicit 3rd-order Runge-Kutta time-discretization with explicit 5th-order advec-
tion in the horizontal direction and 2nd-order implicit vertical advection is utilized for these
simulations. No explicit computational diffusion has been applied. The timestep is 0.125 s,
which gives a maximum initial advective Courant number of roughly 0.15. The domain spans
1280×1280×1500 meters with double periodic lateral boundary conditions. The grid-spacing
is ∆x = 10 m in the horizontal directions, while a stretched grid is used in the vertical with
a minimum ∆zmin = 10 m at the surface and a maximum ∆zmax = 65 m at the top. The
stretching is given by

∆zi = ∆zm +
∆zmin − ∆zm

tanh(2)
tanh{

2

1 − a
(i − a)} for i = 1, ke (7)

with ∆zm = 0.5(∆zmin +∆zmax), a = 0.5(1+ke), and ke = 40. The total number of nodes is
129×129×412 . A free-slip boundary condition (τij = 0, w = 0) is applied at the top and the
standard dynamic bottom boundary condition is used. The transfer coefficient of momentum
cD is given for a neutral PBL as cD = κ2 ln{(z0 + 0.5∆zmin)z−1

0 }−2 with a surface roughness
length z0 = 0.1 m. The transfer of heat is zero. In agreement with Mirocha et al. (2010) we
set cs = 0.25 and Ric = 0.7.

We initialize our simulations with a dry neutral stratification and an Ekman-spiral for a
geostrophic wind uG = 10 m s−1. The Ekman layer depth equals our domain height. Following
the approach of Andren et al. (1994) random perturbations are added to the initial velocities
to spin-up a fully-turbulent flow. The maximum magnitude u′ of the perturbations decreases
from ±0.5 m s−1 at the surface to zero at 700 m. The Coriolis force is applied to perturbations
from the geostrophic background flow.

3.2 Results

Inertial oscillations with a time period of 2π/f ∼ 17 h are expected before a steady state
is reached after ∼ 80 hours. Andren et al. (1994) defined non-stationarity parameters with
a value of one as soon as the steady-state solution is reached. A time-period of 24 hours
is simulated here, since the steady-state solution is not of primary interest. Figures 2a,b
demonstrate that COSMO-LES is capable of capturing the frequency of these oscillations.

The turbulence closure itself performs as expected. Coherent structures (see Fig. 2c) appear
to be of similar structure as those obtained from WRF simulations (Mirocha et al. 2010).
Figure 3a shows the averaged wind profile normalized by the (time-averaged) friction velocity
u∗ = 0.41. Chow et al. (2005) found a similar value of 0.44. The wind shear in the surface
layer is overestimated with too strong winds in the upper parts of the surface layer. Also
shown is the dimensionless wind shear φ (see Fig. 3b), which deviates from the expected
value of one in the surface layer. These features are well known and characteristics of the
Smagorinsky model (e.g., Mason and Thompson 1992; Chow et al. 2005). The splitting of
the Reynolds-stresses and the assumptions made for the lower boundary condition appear
to have only minor impacts on the wind speed close to the surface. This is reasonable, since
close to the surface the dominating contributions to τ13 and τ23 are the vertical derivatives of
the horizontal velocities. The omitted explicit contributions to the near-surface stress seem
to be negligible.

2Note that three grid lines are used for periodic data exchange at each lateral boundary.
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a)

b)

c)

Figure 2: First-order quantities as simulated with COSMO-LES: Time-evolution of (a) mean u-velocity
(m s−1) and (b) non-stationarity parameters (solid) Cu and (dashed) Cv and (c) horizontal cross section
of u-velocity (m s−1) at 47 meters above ground and after 18 hours. Data output interval in (a,b) is 10
minutes.

a) b)

Figure 3: Averaged vertical profiles between 4 and 24 hours: (a) Semi-logarithmic diagram of wind speed
normalized by the averaged friction velocity, (b) nondimensional wind shear. The solid line in a) indicates
the log-profile obtained from surface layer similarity theory and a 1-2-1 filtered shear profile (dashed curve)
has been added in panel b).

4 Simulation of the convective PBL

The convective boundary layer has been the focus of several studies in the past. Nieuwstadt et
al. (1993) (abbreviated N93 in the following) shows that LES codes reproduce its character-
istics very well. Compared to wall-bounded flows, the characteristic eddy size is determined
by the boundary layer depth and can usually be resolved on the grid without the need for
excessively small grid-spacings. Moreover, the CBL is less sensitive to the formulation of the
lower boundary condition.

4.1 Model setup

The same discretization schemes and boundary conditions are applied as described above.
The domain spans 5 × 5 km2 in the horizontal and 2 km in the vertical direction. If not
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mentioned otherwise, the grid-spacings have been chosen in agreement with Moeng et al.
(2007), who applied equidistant grid-spacings of ∆x = 50 m and ∆z = 20 m, giving 101 ×
101 × 100 grid-points3. The large timestep is 0.25 s.

In designing the initial thermodynamic profile we closely follow Moeng et al. (2007) and
specify a constant potential temperature of 300 K below zi0 = 1000 m, a rapid increase by
8 K over an inversion depth of 150 m, and a constant lapse-rate of 3 K km−1 above. Other
specifications include the Coriolis parameter f = 10−4 s−1, the surface roughness length
z0 = 0.1 m, and the critical Richardson (Prandtl) number Ric = 0.46. The surface sensible
heat flux is specified by increasing the surface temperature by 5 K compared to the first
level and turbulence is initiated by adding random temperature fluctuations between −0.1
and 0.1 on the lowest four model levels.

Runs with ∆x = 25 m are also conducted. For those runs the time step (number of grid-
points) is decreased (increased) in proportion. At both grid-spacings different values of cs

are applied such that both the impact of grid-spacing and the impact of increased subgrid-
mixing (at constant grid-spacing) can be analyzed (see Tab. 1). Results are compared to
one simulation using ARPS with the same initial and grid specifications. ARPS uses a one-
equation mixing-length model, which solves an additional equation for e and relates it to an
eddy viscosity. The corresponding Smagorinsky constant cs would be 0.29 in ARPS. Following
Mason and Brown (1999) (abbreviated as MB99 in the following) simulations were run for
10000 s and averaged profiles and spectra were computed over the last 4000 s using a data
output interval of 12.5 s (and 60 s for ARPS).

4.2 Results

Simulated statistics of the CBL are presented in Tab. 1. The entrainment flux 〈w′θ′〉e and the
convective velocity scale w∗ have been scaled with the actual values of the kinematic surface
heat flux Qs and w∗0, respectively, before time-averaging. The entrainment flux of COSMO-
LES is slightly stronger than in ARPS. All simulations result in stronger entrainment then
in previous LESs (see N93), since a strong temperature inversion at the PBL top is used in
our simulations. Thus, the entrainment fluxes are similar to simulations using WRF (Moeng
et al. 2007) with the same temperature profile. The spread among the normalized velocity
scales w∗/w∗0 is in agreement with results from several models presented by N93.

Name ls (m) cs ∆x (m) zi (m) Qs 〈w′θ′〉e/Qs w∗0 (m s−1) w∗/w∗0

50C29 10.7 0.29 50 1049.84 0.1008 -0.2723 1.4874 1.0143
50C32 11.8 0.32 50 1059.07 0.1012 -0.2701 1.4894 1.0165
50C46 17.0 0.46 50 1047.23 0.1040 -0.2418 1.5030 1.0149
25C29 6.7 0.29 25 1061.43 0.1037 -0.2678 1.5016 1.0176
25C46 10.7 0.46 25 1066.23 0.1048 -0.2897 1.5070 1.0172
ARPS 10.7 0.29 50 1101.19 0.1115 -0.2227 1.5385 1.0286

Table 1: Simulation specifications and statistics of the convective boundary layer obtained
from COSMO-LES and ARPS for 9 < t/t∗ < 15 (i.e. 321 output values): boundary layer
height zi, surface kinematic heat flux Qs, scaled entrainment temperature flux 〈w′θ′〉e/Qs,
convective velocity scale w∗0, and scaled velocity scale w∗/w∗0.

Figures 4a,b show total and subgrid-scale sensible heat flux profiles. A linear decrease of the
total heat flux is obtained in all simulations, but the subgrid-mixing results in positive fluxes
above the PBL in COSMO-LES. Owing to a slightly higher surface heat flux the boundary

3Again, three grid lines were used for periodic exchange at each lateral boundary.
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layer height is marginally higher in ARPS (see also Tab. 1). Although 50C29 and 50C32
produce similar subgrid-fluxes as ARPS near the ground, simulations 50C46, 25C29, and
25C46 result in improved COSMO-LES profiles of the total heat flux near the surface. Using
∆x = 25 m the detrainment of heat at the PBL top is still larger than in ARPS.

Variances of the velocity fluctuations are shown in Figs. 4c,d. The subgrid-scale variance has
been computed as 2/3e, with the subgrid energy e estimated for homogeneous turbulence in
equilibrium (see Eq. (7) in Moeng et al. 2007). In general, good agreement with ARPS is
achieved. Larger cs result in reduced total variances. At the PBL top 25C29 results in better
agreement of 〈u′u′〉 with ARPS than 50C29. Such differences in 〈u′u′〉 have also been found
by N93 from different formulations of subgrid-mixing.

Third moments of vertical velocity fluctuations are shown in Figs. 4e,f. Increasing cs with
constant ∆x = 50 m (Fig. 4e) reduces the maximum 〈w′w′w′〉 such that comparable values
are obtained for 50C46 and ARPS. In contrast, 25C46 produces stronger 〈w′w′w′〉 than
25C29 (Fig. 4f). In general the obtained values of both COSMO-LES and ARPS are higher
than those found by N93. In contrast to results presented in previous studies no unphysical
negative values are found near the surface.

Total and subgrid temperature variances are shown in Figs. 4g,h. Following N93 the subgrid-
scale variance is computed as 0.67−4〈w′θ′〉2e−1. The profiles agree quite well with ARPS.
Only the maximum variance close to the PBL top is larger with COSMO-LES. As indicated
by N93 this is a consequence of the increased production of variance related to stronger
mean temperature gradients. Indeed, we found higher mean temperature gradients close to
the PBL top for COSMO-LES (not shown). Note that in comparison to N93’s simulations
both models reveal by factor ∼ 6 larger 〈T ′T ′〉, since a strong temperature inversion is used
here at the PBL top.

The effects of grid-spacing and subgrid turbulent length scale are further illustrated in Fig. 5,
which shows vertical velocity spectra obtained from all simulations. The spectra have been
scaled following MB99. Figure 5 demonstrates that COSMO-LES agrees well with ARPS.
Particularly, 50C29, 50C32, and 25C46 reveal very similar spectral distributions to ARPS.
In agreement with MB99 the filter scale is determined by the subgrid scheme, since larger cs

(thus larger turbulent length scale) results in stronger filtering for the same numerical grid
(see Fig. 5a). Figure 5b shows that, compared to 50C29, 25C29 results in more energy at
high frequencies, as the filter scale becomes smaller in 25C29. According to Fig. 5b (and in
agreement with MB99) the influence of grid-spacing on simulations with identical turbulent
length scale (50C29 vs. 25C46) is small. Note that independently of the distance from the
surface COSMO-LES exhibits slightly more energy at the very small scales than ARPS. This
is likely related to explicit numerical filtering applied only in ARPS, but not in COSMO-LES.

Finally, Fig. 6 shows horizontal cross-sections of the vertical velocity and the potential tem-
perature fluctuation at z=110 m for both 50C29 and ARPS. Both runs produce secondary
flows of warm rising air comparable to previous LESs, e.g., Moeng et al. (2007). Distributions
from other COSMO-LES runs are shown in Fig. 7. 25C46, which applies the same turbulent
length scale as 50C29, but uses a finer grid-spacing, produces similar widths and strengths of
the coherent structures. As expected, a larger turbulent length scale (larger cs) at constant
grid-spacing causes enhanced smoothing of the updrafts (25C29 vs. 25C46).
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a) b)

c) d)

e) f)

g) h)

Figure 4: Scaled vertical profiles of domain and time-averaged (a,b) total (black) and subgrid-scale (gray)
heat flux, (c,d) w (black), u (dark gray), subgrid-scale (light gray) velocity variances, (e,f) resolved part
of third moment of w fluctuations, and (g,h) total (black) and subgrid-scale (gray) temperature variances.
Parameters have been scaled by the actual values before averaging. The boundary layer depth zi is given
for each simulation in Tab. 1.
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a) b)

Figure 5: Scaled spectra of vertical velocity at three different levels 0.1zi, 0.3zi, and 0.7zi. Spectra have
been computed in x-direction and have been averaged over a time span of 4000 s. The boundary layer
depth zi and velocity scale w∗ are both given for each simulation in Tab. 1. Note that the spectral energy
has been multiplied by 10 and 1000 at z = 0.3zi and z = 0.7zi, respectively.

a)   50C29 b)   50C29 

c)   ARPS d)   ARPS

Figure 6: Horizontal cross-sections of (a,c) vertical velocity (m s−1) and (b,d) potential temperature
perturbation (K) at z = 110 m and after 10000 s from 50C29 and ARPS.
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a)   25C46 b)   25C46 

c)   50C46 d)   50C46

e)   25C29 f)   25C29

Figure 7: Same as Fig. 6, but from (a,b) 25C46, (c,d) 50C46, and (e,f) 25C29. In 25C46 the same subgrid
turbulent length scale ls is used as in 50C29 (see Fig. 6).
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5 Summary and Outlook

A Smagorinsky-Lilly turbulence closure for large-eddy simulations (LES) has been imple-
mented in COSMO. The momentum tendencies had to be split into implicitly and explicitly
calculated contributions. Parts of the vertical and all horizontal flux convergences are com-
puted explicitly, while the remaining tendencies from vertical diffusion are solved implicitly.
At the lower boundary only the implicitly computed part related to vertical shear of hori-
zontal velocities contributes to the stress. This appears to have little influence on the mean
near-surface wind-shear. Simulations of the neutral boundary layer proved that COSMO-
LES is capable of reproducing the expected vertical wind-shear as typically obtained from
simulations using an eddy viscosity model.

The convective boundary layer as simulated by COSMO-LES has been compared to results
obtained with ARPS and to previous studies. A spectral analysis revealed very good agree-
ment of COSMO-LES and ARPS. The simulated vertical profiles of scaled heat flux, velocity
and temperature variances, and third moments of the vertical velocity fluctuations demon-
strated a general agreement with those references. Only minor deviations to ARPS were
found at the very top of the CBL, where larger subgrid-mixing resulted in weak detrainment
of heat. Close to the top of the PBL the variances of horizontal velocity were slightly smaller
than in ARPS. For smaller grid-spacing (∆x = 25 m) the variances of horizontal velocity
were slightly larger close to the PBL top and the near-surface heat fluxes increased strictly
linearly with height.

Future studies would be helpful to address the convergence of COSMO-LES across a larger
range of different grid-spacings. A systematic analysis would certainly contribute to an en-
hanced credibility of COSMO-LES. Although COSMO-LES has also already been used suc-
cessfully in real-case simulations of deep moist convection, further studies of idealized flows,
particularly moist convection, would be helpful to support its credibility to simulate small-
scale processes.
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Post-processing COSMO output for improved wind forecasts

Conor Sweeney, P. Lynch, P. Nolan and J. Courtney
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1 Introduction

Ireland has a large number of wind farms, which have supplied an average of 15% of system
demand over the last year, and have peaked to supply up to 50% of demand (EirGrid), as
shown in figure 1. The amount of electricity delivered by wind farms is due to increase, with
more wind farms under construction. The government has set an ambitious target of 40% of
electricity to be supplied from renewables by 2020. The majority of this is due to come from
wind energy.

Figure 1: Total grid demand (MW), wind generation (MW), and percentage
(100*wind/demand) for the Irish grid (data from EirGrid)

Although wind energy has the benefit of being environmentally friendly, it has the disad-
vantage of being difficult to integrate efficiently into the national electricity grid. Unlike
traditional generators, the wind can not be turned on or off at will.

To help with this potentially costly problem of managing a large amount of wind energy on
the grid, there is a keen interest in developing methods to accurately predict when the wind
will blow, and how much electricity will be generated.

It is common practice for a forecast office to issue a forecast based, amongst other things, on
the output of a numerical weather prediction model (like COSMO!). Even the best model,
however, cannot produce a perfect forecast. Some of these forecast errors are difficult to
overcome, but others may be due to some systematic process. It is these systematic errors
that we hope to reduce by applying post-processing methods to COSMO.
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2 Post-Processing Methods

We wanted to consider some simple methods for post-processing COSMO forecasts. Ideally,
the methods should require only a short training period, so that they could adapt quickly
to changes in COSMO (new versions), as well as changes to the observing networks (new
and/or retired stations). The methods used were as follows:

• The Kalman filter (Crochet, 2004, Louka et al., 2008) and Artificial Neural Net-
works (ANN) (Salcedo-Sanz et al., 2009). We investigated how the methods used
in these recent studies would improve our forecasts, and how they would compare to
some simple methods.

• Short-term bias-correction forecasts (STB) simply calculated the average error
(forecast speed minus observed speed) over the previous 30 days (called the training
period), and applied this to the forecast. This, as with the other methods, was done
separately for each station location.

• The linear least-square corrected forecast (LLS) calculated the linear expression
that minimized the least-square-error of the fit between the forecast wind speed and
the observed wind speed over the training period, and used this to correct the forecast.

• The directional-bias forecast (DIR) tried to take into account the fact that the
wind speed error may be different in one direction than another. For example, a nearby
hill that is not resolved by the model may act to reduce the wind speed for one direction,
but increase it for another direction. The DIR forecast considered all of the wind speed
errors and their corresponding wind directions over the training period. The errors
were averaged in 30◦ bins by their directions, and the current forecast wind direction
was then used to select the error correction to apply to the forecast wind speed, giving
the DIR forecast wind speed.

3 Forecast and Verification
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Figure 2: Domains for the 7 km and 3 km COSMO forecasts

No. 12: April 2012



3 Working Group on Verification and Case Studies 34

We ran 48-hour COSMO forecasts at horizontal resolutions of 7 km and 3 km over a two
year period (June 2008 to May 2010). The domains used are shown in figure 2. We used the
ECMWF IFS T799L91, which has a horizontal grid spacing equivalent to 25 km, to drive the
7 km forecasts, which then drove the 3 km forecast.

We compared the 10 m wind to observations at 7 stations around Ireland. Using the simple
skill scores of bias and root mean square error (RMSE) over the two year period, we found
that the post-processing methods produced forecasts with better skill scores than the unpro-
cessed COSMO model output. The LLS, DIR and ANN forecasts gave the best reductions
in errors, but no single method consistently outperformed the others.

We decided, therefore, to investigate methods to combine the post-processed forecasts to
produce a more accurate forecast. We did this using a simple method that assigned weights
to each forecast based on its recent skill score, and combined the forecasts using these weights.
This combined forecast produced skill scores that were always equal to or better than any of
the input forecasts.

4 Summary and Outlook

Post-processing the COSMO model output reduces forecast error. Post-processing methods
are adaptive, as they are always produced using data from the last 30 days. They are auto-
matic, in that they need no tuning parameters. They are also very computationally efficient;
all of the methods used here were run on a standard desktop computer.

By combining a stream of post-processing methods, a forecast can be produced that matches,
or exceeds, the skill score of any of the input forecasts. More information on the methods
used is available in Sweeney et al.(2011a, 2011b).

The next project we are working on involves taking these post-processing methods, and
applying them to an ensemble of forecasts. Much work has already been done with ensembles
in the COSMO community (Montani et al. 2010), and we hope that post-processing will be
able to help reduce errors in probabilistic forecasts.

This research has a direct application in the wind energy community, as it allows cost/loss
decision-making models to be run. These can be used by the electricity grid operator, for
example, to decide how much money to spend on reserve capacity for a given time. They
could also be used by wind farm operators, to allow them to decide on an optimal bid price
for wind energy on an open market.
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L., Paredes, D., 2009: Hybridizing the fifth generation mesoscale model with artificial
neural networks for short-term wind speed prediction. Renewable Energy, 34, 1451-1457.

[6] Sweeney, C. and Lynch, P., 2011a: Adaptive post-processing of short-term wind forecasts
for energy applications. Wind Energy, 14, (3):317325.

[7] Sweeney, C., Lynch, P. and Nolan, P., 2011b: Reducing errors of wind speed forecasts by
an optimal combination of post-processing methods. Meteorological Applications, doi,
10.1002/met.294

No. 12: April 2012



3 Working Group on Verification and Case Studies 36

QPF verification of Italian COSMO-models using different parameters of
the precipitation distribution

Maria Stefania Tesini

Hydro meteorological Regional Service ARPASIMC, Bologna, Italy

email: mstesini@arpa.emr.it

1 Introduction

The interpretation of the verification results of precipitation forecasts is often a difficult task
because the choice of the verification methods, the reference thresholds or the statistics used
to quantify the performance highlights different aspects of the numerical forecast.

In this work the ability of models to represent the shape of the precipitation field within a
predefined geographical area, in terms of frequency of exceeding a certain threshold of rain
and not in a spatial sense, has been investigated.

The verification methodology applied consists in the comparison of forecast and observation
in terms of same parameters of their statistical distribution, evaluated after the precipitation
values are aggregated over predefined geographical areas, representing the Italian warning
areas for hydro-meteorological events.

Some Italian versions of the COSMO model (COSMO-I7, COSMO-I2, COSMO-ME) and
the global model IFS-ECMWF were considered in this study.

The results may provide an interpretation key to a better use of models QPF, especially with
respect to high rainfall events.

2 Dataset

Observed precipitation data consisted of more than 1500 rain-gauges made available by the
Italian National Department of Civil Protection. The dataset cover almost all the Italian
peninsula, (see figure 1(a) ) even if it is not homogeneous both in space and time.

In this work we considered only precipitation values accumulated over 24h, starting at 00
UTC from March 2010 to April 2011.

The Italian implementations of the COSMO models involved in the verification are:

• COSMO-I7 ( 7 Km horizontal resolution performed at Arpa-SIMC)

• COSMO-ME (7 Km horizontal resolution operated at CNMCA)

• COSMO-I2 ( 2.8 Km horizontal resolution performed at Arpa-SIMC)

The global model IFS-ECMWF( about 16 Km of horizontal resolution), providing the bound-
ary conditions for both the 7 Km COSMO-Models, is also taken into account in this work
as a term of comparison to assess the added-value of the higher resolution models.

For all the models the the 24 hours accumulated precipitation at +24h, +48h and +72h for
the 00 UTC run has been considered ( for COSMO-I2 only +24h and +48h ).
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(a) Available rain-gauges (b) Verification areas

Figure 1: Location of available rain-gauges in Italy and geographical areas division

3 Methodology

The verification domain has been divided into about one hundred geographical areas, repre-
senting the warning areas of the Italian Civil Protection (see figure 1(b)).

For each day of the verification period and for each area, the maximum value and the median
of all the model grid-points that fall in the area, have been computed. Corresponding values
have been evaluated also from the observations.

Verification was then performed using a categorical approach: the ”yes-no” event was defined
according to the condition that the maxima and/or the medians of forecast and observed
precipitation distribution exceed a preselected threshold (e.g. maximum greater than 25 mm
and median greater than 5 mm in the 24 hours period). Usual quality measures such as
Probabilty of Detection, False Alarm Ratio,Threat Score (also known as Critical Success
Index) and Bias Score have been derived from the entries of the 2x2 contingency table.

The representativeness of observational data set must be taken into consideration when
interpreting results. In fact the choice of the median implies that at least on half of the area
the QPF had a value above the reference, regardless of the resolution of the model(even
though the points may not be contiguous), while for the observed value this was not always
true because the stations are not uniformly distributed over the area. Even when considering
the maximum, it is important to remind that the density of stations on the territory was not
homogeneous and higher precipitation values could be missed.

4 Results

The results are summarized using a particular type of graphic, the Performance Diagram
(Robber,2009), in which it is exploited the geometric relationship between four measures
of dichotomous forecast performance: probability of detection (POD), the success ratio
(SR, defined as 1-FAR), bias score and threat score (TS, also known as the Critical Suc-
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cess Index). For good forecasts, POD, SR, bias and TS approach unity, such that a per-
fect forecast lies in the upper right of the diagram. Deviations in a particular direction
will indicate relative differences in POD and SR, and consequently bias and TS. An im-
mediate visualization of differences in performance are thus obtained. The influence of
sampling variability is estimated using a form of resampling with replacement bootstrap-
ping from the verification data. The 95th percentile range for SR and POD are plotted
as ”cross-hairs” about the verification point and the variation in bias and CSI is simul-
taneously displayed. One thousand new samples of the same size as the original are cre-
ated using the sampling frequencies of observed and forecast ”yes” and ”no” entries (i.e.
the marginal frequencies), and the 25th and 975th accuracy measures are computed from
these ”climatological” samples to generate the 95th percentile range (description retrieved
from the website of WWRP/WGNE Joint Working Group on Forecast Verification Research
http://www.cawcr.gov.au/projects/verification/Roebber/PerformanceDiagram.html).

Figure 2: Performance diagrams for the event ”maximum value greater than reference thresholds of 1,5,10,20
mm/24h”. In the performance diagram are summarized the Success Ratio (1-FAR)in the x-axis, POD in the
y-axis. Dashed lines represent Bias Scores with labels on the outward extension of the line, while labelled
solid contours are TS. Sampling uncertainty is given by the ”cross-hairs”, not very visible in this case because
the sampling variability is small.
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In figure 2 are shown the performance results of models for the event ”maximum value
exceeding the reference threshold” for the threshold 1,5,10 and 20 mm in the 24 hours period.
At the lower threshold, that means that at least in one point of the area the rain is greater
than 1 mm/24h, the threat score of all models is between 0.6 and 0.7, which is definitely
a good score, but they show a tendency to overforecast the event. The tendency is more
pronounced for IFS-ECMWF and COSMO-I2, which present also a higher number of false
alarm, despite a higher POD. Increasing the reference threshold the performances change:
ECMWF and the 7 km COSMO models reduce the BS, reaching an unbiased condition,
while COSMO-I2 increases the overestimation of the events. The POD of COSMO-I2 is the
higher, but the SR decrease. Scores of other models are slightly reduced, although still good,
in particular for COSMO-ME. A further increase in the reference threshold to 10 mm/24h
and 20 mm/24h shows a general worsening in the POD and TS, but while COSMO-I2 further
increases the BS and the number of false alarm, the other models tends to underforecast the
event, especially the global model. The difference between the 7 km COSMO models and
IFS-ECMWF becomes more pronounced with the increase of the threshold, indicating a
greater difficulty for the global model in reproducing relatively high rainfall events.

In figure 3 are shown the results obtained by requiring that two conditions are simultane-
ously verified. More precisely, the event was defined as ”maximum above 25 mm/24h when
the median is greater than a predetermined reference threshold (e.g. 1,5,10,20 mm/24h).
The required condition implies that the rain exceeds 25 mm/24h at least in one grid-
point/station but also that the precipitation exceeds the specified threshold in half of the
grid-points/stations of the area. In this way, taking into account the problems of represen-
tativeness of the observational dataset, as previously mentioned, the ability of the models
to reproduce some feature of the precipitation distribution over a region (in terms of quan-
tity and not from a spatial point of view) has been investigated. The most salient aspect
is that gradually increasing the threshold of the condition on the median, the BS tends to
move closer to 1. COSMO-I2 reduces the overestimation of the events while the other models
reduce the underestimation of the events, especially IFS-ECMWF. The threat score of the
COSMO-I7, COSMO-ME and IFS-ECMWF does not undergo specific changes up to the
10 mm/24h threshold, maintaining approximately the same value with the increase of the
reference threshold for the condition on the median, even if improvements in the POD are
compensated by deterioration in SR. In the same cases COSMO-I2 reaches TS comparable to
that of the other models improving the SR while reducing the POD. It therefore seems that
models generally improve the performance in the identification of maximum precipitation
when precipitation is spread over much of the area considered. Analyzing the condition of
”maximum and median greater than 25 mm/24h mm/24h greater than 20” (bottom right
graph in figure 3) we are in a different situation: COSMO-I2 tends to underforecast events,
the scores of all the COSMO model have slightly worsened while IFS-ECMWF behaves
better than the other models. So, in the case relatively high and widespread precipitation,
higher-resolution models do not seem to add particular value in respect to the global model.
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Figure 3: Performance diagrams as in figure 2, but for the event ”maximum value greater than 25 mm/24h
when the median exceed the reference threshold of 1,5,10 or 20 mm/24h”.

Figure 4: Performance diagrams as in figure 2 , but for the event ”maximum value greater than 50 mm/24h
and 75 mm/24h when the median exceed the reference threshold 20 mm/24h”.
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But if the condition on the median is kept fixed and the reference threshold for the condition
on the maximum is increased, as shown in the graphs of figure 4, we note that the COSMO
models present POD value better than IFS-ECMWF, even if the number of false alarm is
large, in particular for COSMO-I2 which also overforecast the events. It should be stressed
that the representativeness of the observational data set can be important in this case: the
increase in the number of false alarms could depend on the fact that higher precipitation
values may have not been actually measured, thereby supporting models that generally
underestimates them. We can say that errors of underestimation are surely true while errors
of overestimation should be false and need better investigations.

5 Conclusion

In this study we investigated whether the models are able to represent the distribution of
precipitation within an area from a quantitative point of view . Some parameters of the
forecast and observed precipitation distributions were then evaluated and compared using a
categorical approach.

The QPF was first verified by imposing a single condition on the maximum of precipitation
then adding a second condition (occurred simultaneously) on the median of the precipitation
distributions, in order to select cases of a more widespread rain. In general, the Italian
versions of the COSMO model seem to aptly describe the characteristics of the precipitation
distribution that have been considered.

The 7 km models (COSMO-I7 and COSMO-ME) show a Bias Score very close to 1 under
all the conditions, giving the impression to reproduce the distribution of precipitation in a
fairly realistic way. The behavior of the two models is very similar, except the first 24h of
forecast where the COSMO-ME is slightly better.

COSMO-I2 is able to capture values of precipitation punctually high, even if it has a large
number of false alarms. The overestimations are reduced under the condition that gradually
increasing precipitation occur in at least half of the area.

IFS-ECMWF behavior is very sensitive to the reference threshold, especially in detecting
the maximum value of the precipitation distribution. When low thresholds are considered
the number of events is overestimated and the POD and TS are very good, while for high
value of precipitation a strong underestimation of the events and a general worsening in the
scores are observed. The global model perform better than the COSMO models in case of
widespread and uniform precipitation, but it seems to have some difficulty in the description
of the precipitation distribution in case of high maxima (e.g. greater than 50 mm/24h).

It is important to remember that the results may be influenced by the spatial inhomogeneity
of the observational datasets, especially in the assessment of the overestimation of the number
of events and false alarms.
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1 Institute for Atmospheric and Climate Science, ETH Zurich, Switzerland

2 Federal Office of Meteorology and Climatology MeteoSwiss, Switzerland

1 Introduction

A budget analysis tool has been implemented into the code of the non-hydrostatic COSMO
model in order to diagnose both temperature and moisture tendencies. The implementation
allows for the extraction of both physical and dynamical tendencies of either temperature or
potential temperature and of moisture scalars. Application of this tool may serve different
purposes ranging from numerical developments to process studies and climate science.

A brief description of the retrieval of tendencies is given here and the applied method is
exemplified by two simulations. Firstly, an idealized rising warm-bubble test (Wicker and
Skamarock 1998) is conducted to explain the underlying temperature tendencies. Secondly,
erroneous cold-pool formation in a real-case simulation is studied and the cause for unrealis-
tic cold temperatures will be determined from the budget analysis. As will be demonstrated,
the split-explicit time-stepping applied in COSMO complicates the diagnosis of temperature
advection tendencies. A further complication is introduced by the COSMO option of solv-
ing the heat equation either for temperature or potential temperature. Moisture tendencies
related to advection can be obtained much more easily, since the moisture tendencies are nu-
merically solved using discretization schemes without mode-splitting (e.g., a positive-definite
scheme).

2 COSMO heat budget

Derived from the first law of thermodynamics the temperature equation solved in COSMO
is given as

∂T

∂t
= ADVT +

1

ρcpd

dp

dt
+ ML + MT + MC + MSSO + MR + MHD + MRLX . (1)

The terms on the right hand side are the heating terms due to advection, pressure changes,
latent heating ML, turbulent flux divergence MT = − 1

ρcpd
∇ · H, parameterized convection

MC , parameterized drag due to subgrid-orography MSSO, radiative flux divergence MR, com-
putational mixing MHD, and relaxation at lateral and top boundaries MRLX . The advective
tendency is written as

ADVT = −

[
1

a cos(ϕ)

(

u
∂T ′

∂λ
+ v cos(ϕ)

∂T ′

∂ϕ

)]

︸ ︷︷ ︸

HADVT ′

−ζ̇
∂T ′

∂ζ
− w

dT0

dz
. (2)

Here λ, ϕ, and ζ are the transformed coordinates. Primes indicate deviations from the
model’s base-state temperature T0(z), HADVT ′ is the horizontal advection of T ′, ρ is the
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density of air, and a is the Earth’s radius. Alternatively, a potential temperature equation
can be solved in COSMO (namelist options itheta adv=1,2), given as

∂θ

∂t
= ADVθ +

θ

T
MP (3)

ADVθ = −

[
1

a cos(ϕ)

(

u
∂Φ

∂λ
+ v cos(ϕ)

∂Φ

∂ϕ

)]

︸ ︷︷ ︸

HADVΦ

−ζ̇
∂Φ

∂ζ
−

{
w dθ0

dz for Φ = θ′

0 for Φ = θ
(4)

with MP an abbreviation for all diabatic temperature tendencies introduced above. Thereby,
advection can be computed for either Φ = θ or Φ = θ′. All temperature tendencies in Eqs. (1)
and (3) are evaluated at mass points.

The adiabatic part of the temperature equation is solved using a time-splitting method
(Wicker and Skamarock 2002). Thereby, terms related to acoustic and gravity-wave propa-
gation are typically solved implicitly on smaller timesteps. In COSMO the term related to
the total derivative of pressure (see Eq. (1)) and the vertical advection of the temperature
base-state T0 (alternatively θ0) (last terms in Eqs. (2) and (4)) are solved on small timesteps,
while the remaining advective tendencies are evaluated on Runge-Kutta substeps (see also
Gassmann and Herzog 2007). In case of Φ = θ the complete temperature equation is solved on
Runge-Kutta substeps without fast-mode contributions. In total three different formulations
are available in COSMO to solve the heat equation using Runge-Kutta time-integration (see
also Tab. ??). All other M terms are computed as slow processes outside the Runge-Kutta
integration.

itheta adv 0 1 2

equation for T ′ θ′ θ

fast-mode 1
ρcpd

dp
dt − w dT0

dz −w dθ0

dz -

slow-mode HADVT ′ − ζ̇ ∂T ′

∂ζ HADVθ′ − ζ̇ ∂θ′

∂ζ HADVθ − ζ̇ ∂θ
∂ζ

Table 1: Overview of three different available methods (set by namelist switch itheta adv=0–2) for solving
the temperature equation in COSMO. For each option the dynamic temperature tendencies computed on small
and large timesteps (i.e., Runge-Kutta substeps) are indicated. Note that in any case diabatic tendencies MP

are computed outside the Runge-Kutta integration.

An implicit Crank-Nicholson discretization is applied in the fast-wave solver. This results
in a time-averaged equation for the updated temperature (either T or θ) after one small
timestep ∆τ , given in case of 2nd-order accurate differencing as

T ν+1
k = T ν

k + (fn
T )k∆τ (5)

−
pn

k

cvdρ
n
k

(Dν+1

h )k∆τ +
Cp1

k

cpdρ
n
k

{
β−(wν

k+1 − wν
k) + β+(wν+1

k+1
− wν+1

k )
}

︸ ︷︷ ︸

1

ρcpd

dp
dt

(6)

−
dT0

dz
(β−wνζ

k + β+wν+1
ζ

k)
︸ ︷︷ ︸

T0−advection

. (7)

Here (fn
T )k corresponds to the slow-mode tendencies at time step n and level k, which are kept

constant during all Runge-Kutta stages, and (Dν+1

h )k is the horizontal divergence. Detailed
information on the fast-mode discretization and the notation is given in the COSMO docu-
mentation (Doms and Schättler 2002, pp. 64–68). In COSMO the total derivative of pressure
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consists only of the divergence term (6); the effects from diabatic heating are neglected. In
more sophisticated cloud models these effects are included. As mentioned earlier, the advec-
tion of the temperature base-state (7) is computed for T ′ and θ′ advection (itheta adv=0,1).

To diagnose the complete advective tendencies the fast-mode advection is accumulated over
all small timesteps during the final Runge-Kutta stage and added to the slow-mode advective
tendencies. Since the pressure tendency term in (1) is not computed in case of a θ formulation
(itheta adv=1–2), the temperature advection can not be obtained from potential tempera-
ture advection in these cases. The other way round, in case of T ′-advection (itheta adv=0)
the potential temperature advection can be diagnosed at the end of each large timestep as
the difference of net potential temperature tendency and diabatic tendencies. To summa-
rize, while advective θ tendencies can be retrieved for itheta adv=0--2, T advection is only
diagnosable in case of itheta adv=0.

Moreover, for optimal physical interpretation of advective tendencies, the horizontal and
vertical components should be related to advection in physical space, not transformed space.
Thus, vertical advection is additionally diagnosed each timestep using second-order centered
differences in physical space.

3 COSMO moisture budget

COSMO includes several bulk microphysics parameterizations for grid-scale precipitation.
The most complex single-moment formulation (Reinhardt and Seifert 2006) distinguishes
between the specific humidity qv, cloud water qc, cloud ice qi, rain water qr, snow qs, and
graupel qg, in total six budget equations. To keep the amount of output small, the budget tool
diagnoses only the tendencies of two classes of hydrometeors: precipitating (qr + qs + qg) and
non-precipitating hydrometeors (qc + qi). Together with the budget of water vapor qv, three
moisture budgets are diagnosed and all involved tendencies are evaluated at mass points.
For each class qx the budget equation can be written as

∂qx

∂t
= ADVqx + QL + QT + QC + QHD + QRLX (8)

with advection ADVqx, microphysical exchange processes (including sedimentation) QL, tur-
bulent transport QT , parameterized convection QC , computational mixing QHD, and relax-
ation at the domain boundaries QRLX . All tendencies are computed as slow tendencies
outside the RK-dynamics. Thus, the diagnosis of the moisture advection tendencies is not
plagued by the complexity introduced by the split-explicit method in case of temperature.
Note that COSMO does not compute subgrid-turbulence tendencies for precipitation hy-
drometeors (thus QT = 0). The 3D advective tendencies result from either a Semi-Lagrangian
(Staniforth and Côté 1991) or a positive-definite (Bott 1989) discretization. As for temper-
ature, truly vertical advection is diagnosed each timestep.

4 Rising bubble test

To illustrate the retrieval of advective tendencies for the three different types of temperature
advection a rising warm-bubble simulation is conducted here in two dimensions. The setup
closely follows the description given by Wicker and Skamarock (1998). The domain is 20×10
km2 large and a uniform grid-spacing of 100 m is applied. The long timestep is 2 s and neither
computational nor subgrid turbulent diffusion is used. If not mentioned otherwise, horizontal
and vertical advection are discretized using a 5th-order upstream scheme and the model’s
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base-state temperature profile equals a dry neutral stratification with θ = 300 K. The initial
thermodynamic conditions are prescribed by a potential temperature disturbance, given as

θ′ = 2 cos2

(
πL

2

)

with L =

√
(

x − xc

xr

)2

+

(
z − zc

zr

)2

, (9)

that is added to the dry neutrally stratified atmosphere (θ = 300 K). The disturbance with
radius xr = zr = 2 km is placed at xc = 10 km and zc = 2 km.

Results are analyzed after 1000 s, when the bubble has risen to the center of the domain.
The potential temperature and vertical velocity distributions (see Figs. 1a,d) are hardly
dependent on the formulation of temperature advection (not shown). All three formulations
result in maximum vertical velocities of 14.6 m s−1 and maximum θ′ perturbations of 2 K
and are therefore very similar to results presented using other numerical codes (Wicker and
Skamarock 1998; Bryan and Fritsch 2002). However, as a side note, a 2nd-order implicit
Crank-Nicholson scheme, which is commonly applied within COSMO for vertical advection,
significantly deteriorates the bubbles characteristics (see Figs. 1b,e). A recently developed
3rd-order implicit discretization (see Baldauf 2009) yields considerable improvements (see
Figs. 1c,f).

a) b) c)

d) e) f)

EXPLICIT 5th IMPLICIT 2nd IMPLICIT 3rd

Figure 1: Results of the dry bubble simulation after 1000 s using T ′-advection (itheta adv=0): (a–c) Po-
tential temperature perturbation contoured every 0.2 K, (d–f) vertical velocity contoured every 2 m s−1.
Vertical T ′-advection is computed using (a,d) a 5th-order explicit, (b,e) a 2nd-order implicit scheme, and
(c,f) a 3rd-order implicit scheme.

In the following the diagnosis of potential temperature tendencies with help of the new
implementations is described. Figure 2a shows the net potential temperature tendency, which
results from 3D potential temperature advection (see Fig. 2b). Since for this setup the base-
state is isentropic the fast-mode tendencies would be zero not only for itheta adv=2, but also
for itheta adv=1. The estimated tendencies for vertical advection of θ appear meaningful
(see Fig. 2d), as the difference between 3D advection and estimated vertical advection (see
Fig. 2e) yields a reasonably good agreement with the actually computed tendencies from
horizontal advection, which have also been extracted here (see Fig. 2c).

Finally, the temperature tendencies are studied using itheta adv=0. For the given base-state
with N0 = 0 s−1 (dT0

dz = gc−1
pd ) the net temperature tendency (see Fig. 3a) is determined solely
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a) NET b) 3D ADV c) HADV

d) ZADV e) HADV = 3D ADV - ZADV

K/s

Figure 2: Potential temperature tendencies (K s−1) obtained after 1000 s using θ-advection (itheta adv=2):
(a) Net tendency, (b) 3D advection, (c) horizontal advection, (d) estimated vertical advection, and (e) hori-
zontal advection diagnosed as the difference between full advection and estimated vertical advection.

from advection computed on the Runge-Kutta substeps. The tendencies stemming from the
fast-mode solver are negligibly small, as temperature changes due to expansion (see Fig. 3c)
and due to base-state advection balance each other in adiabatic ascent to a very high degree.
Due to this compensation the sum of total advection and pressure forcing (see Fig. 3e) equals
the slow-mode advection without base-state advection (see Fig. 3d). Figure 3f indicates that
the total advection is primarily determined by vertical advection. Tendencies from horizontal
temperature advection (not shown) are similar to horizontal advection of θ (see Fig. 2c).

A second simulation using a base-state of N0 = 0.01 s−1 (not shown) further illustrates the
partitioning of fast-mode tendencies into base-state advection and pressure forcing. Since for
this setup the temperature profile deviates more strongly from its base-state, the magnitude
of the T ′-advective tendencies evaluated on Runge-Kutta substeps increases and the fast-
mode equilibrium with the pressure forcing is disturbed correspondingly.

5 “Cold-pool” case study

Potential applications of the budget diagnosis tool are manifold. It can be used to further
the physical understanding of a specific weather or climate phenomenon as well as to aid
model development and problem solution. Here, we present an example of its application to
the investigation of the formation of unrealistic cold-pools in steep valleys.

On 11 October 2009 the 12 UTC operational COSMO-2 model run crashed because of a
runaway cold-pool in a steep Alpine valley which developed near-surface temperatures below
140 K. Similar events have been observed before and at other locations, but generally the
unrealistically low near-surface temperature recovers to normal values after some time. Grid
points affected by cold-pools are consistently located within a steep valley which is oriented
almost perfectly along the N-S or S-W grid lines. The grid point which exhibits cold-pools
most frequently is situated in the Saaser valley and corresponds to a local depression with
no outflow (see Fig. 4a).

The 06 UTC COSMO-2 forecast of 5 May 2009 also developed a strong cold-pool in the
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a) NET b) 3D ADV c) dp/dt term

d) 3D ADV, without base-state e) 3D ADV + dp/dt term f) ZADV

K/s

Figure 3: Temperature tendencies (K s−1) obtained after 1000 s using T ′-advection (itheta adv=0): (a) Net
tendency, (b) 3D advection, (c) 1

ρcpd

dp

dt
fast-mode term, (d) 3D advection without base-state advection, (e)

sum of (b) and (c), and (f) estimated vertical advection.

Figure 4: Overview of (a) model topography and (b) 2m-Temperature in ◦C on 1100 UTC 5 May 2009 after
5 h into the forecast. The grid point with strongest cold-pool development is indicated by a red box.

No. 12: April 2012



3 Working Group on Verification and Case Studies 49

Figure 5: Time series of temperatures at 2 m and on the lowest two model levels (T60, T59).

Saaser valley and is further investigated here. For this event the model did not crash but the
cold-pool was unusually persistent and present in over 30 consecutive COSMO-2 forecasts.
After 5 h of forecast time (i.e., at 11 UTC) the 2m-temperature distribution (see Fig. 4b)
shows a region of unrealistically cold temperatures (T2m < 243 K) centered around the lowest
valley grid point. Over the course of the simulation temperatures fall below 150 K (see Fig.
5). Later into the simulation, the cold air which accumulated in the Saaser valley spilled into
the Rhone valley and deteriorated the forecast quality over a large area.

ZADV M_SSO M_RLXM_Cdp/dt termNET M_HDHADVADV M_T M_RM_L

Figure 6: Time series of hourly T -tendencies as determined by the budget diagnosis tool. The budgets are
shown for (a) the grid point with lowest temperature and (b) an average over 5x5 grid points around the grid
point with lowest temperature.

Further analysis indicates that the forcing responsible for the decreasing temperature does
not stem from the surface heat flux, but results from atmospheric cooling that affects the
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Earth’s surface (not shown). In order to further investigate the source of the forcing, the
budget diagnosis tool has been switched on and the simulation repeated. All components
of the temperature equation Eq. (1) are shown as hourly averages in Figure 6a. The values
shown correspond to the grid point exhibiting the lowest temperatures. The component
due to vertical advection (ZADV) has been computed as the difference of the total advective
tendency (ADV) and the tendency due to horizontal advection (HADV). The latter results in
strong cooling and turbulent diffusion (MT ) counteracts this by mixing with warmer air from
higher levels. With the help of the budget diagnosis tool, other processes such as radiative
cooling, microphysics, etc. can be excluded from being responsible for the strong cooling.
Averaging the tendencies over 5x5 horizontal grid points indicates that this result is robust
(see Fig. 6b). Thus, there is a clear indication that in certain topographic configurations
the horizontal advection of temperature may introduce a strong spurious forcing leading to
the development of cold-pools. This hypothesis is supported by the fact that limiting the
temperature advection (ltadv limit = .true.) prevents the cold-pool formation, and that
implementing the alternative advection of temperature introduced with model version 4.19
strongly inhibits it.

6 Summary

A budget diagnosis tool has been implemented into COSMO. The implementation allows for
the retrieval of heating and moistening rates as computed numerically in the code. Detailed
information about the underlying dynamical and physical processes or numerical discretiza-
tions can be obtained by studying these tendencies. All tendencies may either be written
as instantaneous or as time-averaged quantities. Applications may cover a wide range from
model development to process studies at weather and climate scales. Besides the examples
provided in this document, the tool has already been applied successfully to study the Alpine
heat and moisture budget (Langhans et al. 2011a,b).
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A Note on the Direct Comparison of Synthetic Satellite Images from
COSMO Model with MSG Products

Avgoustoglou Euripides

Hellenic National Meteorological Service

1 Introduction

The meteorological satellite observations provide a substantial and extensive source of data
for comparison with numerical weather prediction models (Refs. Reichert et al. 2004, Reichert
et al. 2005, Reichert et al. 2006). We examine the synthetic satellite images produced by the
COSMO model, version 4.11 (COSMO 4.11) in reference to Meteosat 9 (MSG) data. These
data are available on real time at HNMS and are manipulated through SYNESAT software
for operational use. In particular, the infrared of 3.9 µm and 10.8 µm as well as the water-
vapor channels of 6.2 µm and 7.3 µm were considered. Furthermore, the model low, medium,
high and total cloud covers are directly compared with the corresponding MSG products
produced by the Meteorological Products Extraction Facility Algorithms (MPEF).

Figure 1: Surface (left), 850 Hpa (medium) and 500 Hpa (right) analysis on August 31 2011 at 00 UTC
c©Deutscher Wetterdienst.

Figure 2: Cloud cover on August 31 2011 at 00 UTC from COSMO model (upper row) in reference to
the corresponding satellite (MPEF) figures (lower row c©EUMETSAT). The first, second, third and fourth
columns refer to low, medium, high and total cloud cover respectively.
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2 Case Study

A 36-hour period was considered, starting from 12 UTC of August 30 2011. The boundary
conditions came from three-hour, forty-level analysis intervals based on GME and with hori-
zontal grid of 0.50 (∼ 50 Km). The horizontal grid size of COSMO model run was 0.06250 (∼
7 Km) and the integration time step was 30 secs. The run was based on the default sub-grid
statistical cloud scheme based on relative humidity. The domain under consideration is the
wider Balkan Area with Greece at its center.

Figure 3: Cloud cover on August 31 2011 at 12 UTC from COSMO model (upper row) in reference to
the corresponding satellite (MPEF) figures (lower row c©EUMETSAT). The first, second, third and fourth
columns refer to low, medium, high and total cloud cover respectively.

Figure 4: Cloudy brightness temperatures for artificial satellite images on August 31 2011 at 00 UTC
from COSMO model (upper row) in reference to the corresponding MSG satellite figures (lower row)
c©EUMETSAT. The first, second, third and fourth columns refer to 3.9 µm, 10.8 µm, 6.2 µm and 7.3 µm
channels respectively.

From the synoptics standpoint (Fig. 1), the 500 Hpa geopotential analysis chart shows a
relatively weak west south-west wind field over the region. This feature, combined with the
almost homogeneous mean sea level pressure field of 1010 hPa associated with an extended
weak barometric low over the east led to an extensive cloud cover over the whole domain.
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Regarding low cloud cover (Fig. 2 and Fig. 3), it is underestimated by the the model with
respect to cloud analysis, especially over marine areas. The situation is reversed for high cloud
cover which is overestimated by the model, mainly over land. The very good agreement for
middle cloud cover between the model and cloud analysis “hides” these differences to a degree
, mainly for high clouds, leading to good agreement for the total cloud cover. However, over
the areas where the low clouds preponderate the model performance looks quite modest. The
above situation is highlighted in the comparison of cloudy brightness temperatures between
MSG and synthetic satellite images created by COSMO model (Fig. 4 and Fig. 5). In the
infrared channels, the MSG images show lower cloudy brightness temperatures than the
corresponding synthetic satellite images over the marine areas and higher cloudy brightness
temperatures over most of the land areas. It is worth observing however that this trend
regarding the mainland of Greece is not followed in Fig. 4.

Figure 5: Artificial satellite images on August 31 2011 at 12 UTC from COSMO model (upper row) in
reference to the corresponding MSG satellite figures (lower row) c©EUMETSAT. The first, second, third and
fourth columns refer to 3.9 µm, 10.8 µm, 6.2 µm and 7.3 µm channels respectively.

3 Summary and Outlook

The possibility for direct comparison of cloud cover and synthetic satellite images of COSMO
model with the corresponding remote sensing products is a valuable feature towards both
the validation of the model but also for research purposes. In particular, the evaluation of
different cloud schemes through the availability of these products (Refs. Avgoustoglou2011)
is currently under progress.
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[3] Reichert, B. K., C. Träger-Chatterjee, and J. Asmus, 2006: How can synthetic satellite
images from NWP models help in operational forecasting? EUMETSAT Meteorol. Sat.
Conf., EUMETSAT, Darmstadt, Germany, 72.

[4] Avgoustoglou E., 2011: Investigation Of Different Parametrizations Of The Mixed
Liquid-ice Sub-grid Statistical Cloud Scheme Over Greece. Presentation available at
www.cosmo-model.org/content/consortium/generalMeetings/general2011/wg3a.htm.

No. 12: April 2012



3 Working Group on Verification and Case Studies 56

Comparative Evaluation of High Resolution Numerical Weather
Prediction Models COSMO-WRF
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Cosmin Dănuţ BARBU, Rodica Claudia DUMITRACHE
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Sos. Bucuresti- Ploiesti, nr.97, Bucharest, Romania

1 Introduction

The COSMO-Model is a nonhydrostatic limited-area atmospheric prediction model, designed
for both operational numerical weather prediction and various scientific applications on
the meso − β and meso − γ scale. The COSMO-Model is based on the primitive thermo-
hydrodynamical equations describing compressible flow in a moist atmosphere. Model equa-
tions are formulated in rotated geographical coordinates and a generalized terrain following
height coordinate. A variety of physical processes are taken into account by parameterization
schemes.

The purpose of this paper is to present the results of the comparative evaluation of the quality
of high resolution weather forecasts from numerical weather prediction models COSMO -
2.8km (Consortium for Small Scale Modelling) and WRF - 3km (Weather Research and
Forecast model).

The numerical weather prediction model COSMO - 2.8km is currently being run at the
National Meteorological Administration once a day, at 00 UTC. WRF is a non-hidrostatic
numerical weather prediction model developed by NCEP (National Centre for Environmen-
tal Prediction) in collaboration with the international meteorological comunity. In order to
compare the performance of the two models, the WRF model was implemented at the 3km
resolution and integrated with 00 UTC data for a test period. The integration domains of
the two models cover the entire Romanian territory (COSMO-2.8km 361 × 291 grid points
and WRF-3km 261 × 191 grid points, see figure 1).

Figure 1: Model domains: COSMO-2.8km (left) and WRF-3km (right).

Both models were integrated for the test period with the same initial and boundary conditions
from the output of the COSMO-7km model. In standard configuration, the WRF model uses
initial and boundary conditions from the GFS global model (Global Forecast System). In
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order to use the output of the COSMO-7km model for the run of WRF model, a series of
interpolation methods from rotated latitude / longitude grid into regular latitude / longitude
grid were necessary. For these procedures, the post-processing software tool “Fieldextra” was
used. “Fieldwxtra” is a generic tool to manipulate numerical weather prediction model data
and gridded observations, developed by MeteoSwiss. Post-processing of the WRF-model
output was made using the ARWpost software package.

The test period for which the numerical weather forecasts of the two models were compared
is AUGUST 2011.

2 Parameters Evaluation

In order to point out the quality of the numerical weather prediction of the two high-
resolution models, statistical scores were computed for different meteorological parameters:

• 2 m air temperature

• mean sea level pressure

• 10 m wind speed

The scores computed were based on forecast - observation differences, using nearest grid
point method.

The first step of the evaluation consisted of computing mean error and mean squared error
taking into account all synoptic stations in Romania. The second step of the analisys is
represented by separating the Romanian meteorological stations in four categories (according
to landform altitude):

• stations on the seaside of the Black Sea (7 stations)

• plain stations (88 stations with altitudes under 300 m)

• hillside stations (43 stations with altitudes between 300 m and 800 m)

• mountain stations (25 stations with altitudes over 800 m)

For each of these categories, the same scores were computed as in the previous stage.

For the numerical forecast of 2m temperature (figure 2), both models overestimate values of
this parameter for the mountain stations. Moreover, the errors from the WRF-3km model
forecast reach up to 4◦C, while the errors from the forecast of the COSMO-2.8km vary
between 1◦C − 2◦C. The situation differs for seaside stations. The COSMO-2.8km model
underevaluates the values for this parameter, the error keeping between −2◦C and 0◦C,
while the WRF-3km model overestimates these values, with errors of 0◦C up to 3◦C. For
hillside and plain stations, the models have opposite behaviour.
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Figure 2: 2 m temperature BIAS score (first row) and RMSE (second row): COSMO-2.8km (left) and
WRF-3km (right); seaside stations - blue, plain stations - light green, hillside stations - dark green, moun-
tain stations - orange, all Romanian stations - red.

After comparing the forecast of the two models for mean sea level pressure for the test
period, it can be stated that both the COSMO-2.8km model and the WRF-3km model have
the same tendency, forecasted values being very close, with errors for both models mostly
between -1 and 1 (figure 3).

Figure 3: Mean sea level pressure BIAS score (first row) and RMSE (second row): COSMO-2.8km (left)
and WRF-3km (right); seaside stations - blue, plain stations - light green, hillside stations - dark green,
mountain stations - orange, all Romanian stations - red.

The last analised parameter in this stage of the evaluation is 10 m wind speed (figure 4).
In forecasting this parameter for the time inteval 00 UTC - 06 UTC, both models show
an important underestimation for mountain stations. In what concerns plain and hillside
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stations, the forecast errors for both models are between -1 and 1. The WRF-3km model
overestimates forecasted values of this parameter for seaside stations, with errors up to 3.
Except the initial period (until 06 UTC), the errors from the forecast of this parameter from
COSMO-2.8km are very small for all types of stations.

Figure 4: 10 m wind speed BIAS score (first row) and RMSE (second row): COSMO-2.8km (left) and
WRF-3km (right); seaside stations - blue, plain stations - light green, hillside stations - dark green, moun-
tain stations - orange, all Romanian stations - red.

3 Case Studies

Because August 2011 lacked precipitations over the are of Romania, two case studies are
presented in order to analyse the performance of the two numerical weather prediction models
in forecasting this parameter. The two selected case studies were:

• 17th July 2011

• 17th October 2011

In both cases heavy rainfall and strong wind were registered.

17th July 2011

The Icelandic Low moved towards the Center and South of the continent along with a strong
high-altitude cyclonic nucleus. Atmospheric circulation in the South-Eastern part of Europe
was made on the South-Western, then Southern component, which allowed the inflow of a
hot tropical airmass. During the day (06 UTC - 18 UTC), a short wave trough determined
cold altitude airmass pulsations West of Romania. This led to an atmospheric instability
and the formation of mesoscale structures which were active in the South part of Romania
(figure 5).
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Figure 5: 17 July 2011 - 12 UTC: satellite image (left) and geopotential - 500hPa (right).

The maximum precipitations quantity registered in 24 hours was 127l/m2, in the South
part of Romania (figure 6 - second row). The COSMO-2.8km model underestimated the
quantity, forecasting between 50l/m2 and 100l/m2, while the WRF-3km model forecasted
over 150l/m2, overestimating the values of this parameter and placed these quantities North
of the area were they were actually registered. Both models overestimated the precipitation
quantities in the North-East of Romania (COSMO-2.8km forecasted 25l/m2 and WRF-3km
150l/m2), where no precipitations were registered. Also, none of the models predicted the
precipitations in the South-West region of our country (figure 6).

Figure 6: 17 July 2011 - 24 hours cumulated precipitations: COSMO-2.8km (left), WRF-3km (right),
Observations (second row).

In order to compare the observations against the model forecast for the 10 m wind speed
parameter, synoptic observations from meteorological stations in Romania were processed
by interpolation in the grid of the model. Registered 10 m wind speed varied between 7m/s
and 11m/s, with wind gusts up to 16m/s at one meteorological station (figure 7 - second
row). The COSMO-2.8km model predicted the wind speed values accurately and placed them
correctly, forecasted values varying between 10m/s−12m/s (figure 7). The WRF model run
at the 3km spatial resolution did not forecast the wind intensifications.
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Figure 7: 17 July 2011 (00 UTC + 15 hours) - 10m wind speed: COSMO-2.8km (left), WRF-3km (right),
Observations (second row).

17th October 2011

The mediterranean originated cyclone evolved on a transbalcanic trajectory towards the
South-Western region of the Black Sea. The warm surface of the sea contributed to the
reactivation of this cyclone. In the altitude, a quasi-stationary low pressure altitude nucleus
was observed, centered over the South of Romania and North of Bulgaria. The low pressure
nucleus in the altitude was powered with cold air, which determined the intensification of
the surface cyclone (figure 8). This atmospheric activity led to heavy rainfall in the South
of the Romanian seaside and strong wind gusts that reached up to 70km/h - 80km/h.

Figure 8: 17 October 2011 - 06 UTC: satellite image (left) and geopotential - 500hPa (right).

Both the COSMO-2.8km model and the WRF-3km model overestimated the precipitations
in the South-East of Romania. In the South part of the Romanian seaside, up to 103l/m2

were registered in 24 hours (figure 9 - second row). These quantities were correctly estimated
by both models (figure 9).
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Figure 9: 17 October 2011 - 24 hours cumulated precipitations: COSMO-2.8km (left), WRF-3km (right),
Observations (second row).

Concerning 10 m wind speed, observations values of this parameter were between 16m/s −
25m/s. Both models forecasted correctly the strong wind in the are of the Romanian seaside
(figure 10 - second row). The two models estimated values up to 24m/s for this parameter for
the analysed period of time. Compared to the COSMO-2.8km model, the WRF-3km model
overestimated 10 m wind speed values East of the seaside, forecasting values up to 18m/s,
while values from observations only reached up to 8m/s − 10m/s (figure 10).

Figure 10: 17 October 2011 (00 UTC + 15 hours) - 10m wind speed: COSMO-2.8km (left), WRF-3km
(right), Observations (second row).
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4 Summary and Outlook

As a result of the analisys of computed statistical scores, it was decided that the results
of the two high-resolution numerical weather prediction models are comparable. For the
parameters selected in this evaluation, differences are noticeable depending on forecast times
and altitude levels as follows.

For mean sea level pressure, both models offer correct estimates of this parameter, with small
mean errors (between −1 and 1), with a tendency to underestimate values for most forecast
times taken into account.

Forecasting 2 m temperature displays mostly an opposite behaviour of the two models (except
for mountain stations). We also note that mean errors of the forecast from the WRF-3km
model for this parameter are greater than the ones from the COSMO model run at the 2.8
km resolution.

Apart from underestimating 10 m wind speed values at mountain stations in the first forecast
period, both models give a good forecast for this parameter, with small mean error values.
For the WRF-3km forecast of 10 m wind speed, mean error values are slightly greater.

In the analysed cases with heavy rainfall, the high-resolution COSMO and WRF models
estimate the precipitation area correctly, but the WRF-3km model has slightly higher over-
estimates of this parameter.
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1 Introduction

The regional meteorological service of the north-eastern Italian region Veneto, the Centro
Meteorologico di Teolo (CMT) is part of the Regional Agency for Environmental Protection
and Prevention of Veneto (ARPAV). The CMT run a dense network of automatic weather
stations (AWS), counting some 200 over the entire territory, a good part of which are trans-
mitted in near real time. Also, in 2005 a network of planetary boundary layer (PBL) profilers
was installed, more precisely four passive microwave radiometers (MWR) and four SODARs
[1]. These observations are used to verify the COSMO-2 over the Veneto territory, which can
be thought of as a domain roughly split in four parts with distinct climatological character-
istics, i.e. going from south to north (Fig. 1) there is the plain, the flat Po Valley portion of
Veneto, which spans about two thirds of the area, the prealpine foothills and the prealpine
chain, which is a significant barrier for southerly flows, the Val Belluna, a major Alpine val-
ley just north of the prealpine chain, and finally the Dolomite mountains, a high and inner
Alpine mountain area.

In this contribution selected verification results of the screen-level temperature, the temper-
ature profiles and the PBL mixing height is given. The data set is described in section 2, the
results in section 3, while some conclusions are summarized in the final section.

2 Data sets

Observations used for this analysis were acquired from the CMT AWS network, which totals
roughly 200 stations, 109 of which have been used for verification of the screen-level temper-
ature, and 22 for the ten-meter wind over the plain (Fig. 1). Verification of ten-meter wind
is still in progress and will be presented in a contribution to follow, as for precipitation, for
which the network consists of 161 real time tipping bucket gauges. Given the significantly
differing climate zones in Veneto these stations have been grouped in the following sets:

• Dolomiti: 19 mountain stations located in the Dolomite mountains at altitudes between
about 600 and 2200 m;

• Val Belluna: 8 stations located in the major Alpine valley Val Belluna just south of the
Dolomite mountains and just north of the pre-alpine chain; the altitude of the stations
varies between about 300 and 1400 m;

• Prealpi: 25 stations on the pre-alpine chain with altitudes between 100 and 1100 m;

• Plain: 57 stations on the Veneto plain with altitudes generally close to sea-level, occa-
sionally up to about 100 m; for the screen-level wind verification 22 stations, equipped
with anemometers at 10 m, i.e. excluding the stations with anemometers at 2 m for
agrometeorological purposes;
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Figure 1: Layout of the ARPAV automatic surface station network desigend to cover the entire region
Veneto (political contours). The stations were subdivided in four groups, i.e. high mountain stations (△),
the major mountain valley Val Belluna (∗), the prealpine chain (⋄), and the plain (�). The filled squares
denote surface stations in the plain with an anemometer at 10 m. Selected results for the three circled
stations Asiago, Teolo, and S. Apollinare are shown in Fig.3. The two microwave radiometers used for this
study are located in the plain in the city centre of Padova and in the Val Belluna in Feltre (shaded circles).

• vertical temperature profiles are verified for two sites, one in Padova, the other in the
Val Belluna city of Feltre.

In addition, time series for a hot and cold multi-day period are analyzed for the stations
Asiago, located on a high plateau, Teolo, located on the Euganean Hills emerging some
150 m in the middle of the flat plain, and the plain station S. Apollinare.

The verification period comprises the two cold season months January and February 2010,
and a the warm season spanning May to August 2011. The overall data availability for the
verification period amounts to 97.4 %.

3 Results

Verification results of the screen-level temperature are shown in Fig. 2 for four groups of
stations pertaining to the four distinctly different climatic zones of Veneto, i.e. the flat plain,
the prealpine chain, the major Alpine valley Val Belluna, and the Alpine Dolomites (Fig. 1).
The bias and standard deviation exhibit a clear diurnal cycle with the strongest warm bias
during the night. Perhaps surprisingly, both statistical error measures are lowest for the
Alpine Dolomites, a mixture of valley, slope and crest stations with bias values around 1.25 K
during the night and around or below 0.5 K during the day, with two distinct minima mid
morning and late afternoon. The corresponding values for the plain are about twice as high,
in the early afternoon more than three times as high reaching 1.8 K, the maximum values
attained during the night are as high as 3 K. For the night hours the two groups Prealpi
and Val Belluna are in between the Dolomiti and the Plain groups, while during the daytime
the Val Belluna stations show the largest bias reaching 2 K. This behaviour is reflected in
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Figure 2: Bias (blue solid lines) and standard deviation (red dashed lines) for the four groups of ARPAV
stations (Fig. 1), i.e. for the high mountain (△), the major mountain valley Val Belluna (∗), the prealpine
chain (⋄), and the plain (�). The left panel shows the error in dependence on the hour of the day (UTC),
while the right panel shows the dependence on the forecast range (+hh). The data set spans two cold and
four warm season months.

the standard deviation. The structure of this diurnal cycle of the error is indicative for the
model’s underestimation of the diurnal temperature excursions, i.e. the warm bias in the
minimum and maximum temperature, evidently larger for the night.

The dependence of the error from the forecast range shows a monotonour increase from 0.5 K
at +01 h to 1.0 K at +24 h for the Dolomites and, again, significantly higher for the plain,
where the bias ranges from 1.5 K at +01 h to 2.3 K at +24 h. The prealpine and the Val
Belluna stations have an error very similar to the plain.

Figure 3 illustrates one possible reason for the relatively large statistical forecast errors for
three stations (see Fig. 1). Most notably, for the Asiago station (top panels), located on
an elevated plain at around 1000 masl on the prealpine chain, the COSMO-2 frequently
severely underestimates the nocturnal cooling, sometimes by as much as 10 K, both for the
heat wave and the cold period. This behaviour is even more pronounced for a nearby station
(Marcesina), situated in a shallow basin, and for which the radiative cooling at night can
be very significant (not shown). For the cold period the diurnal cycle is underestimated
and the highs missed by several Kelvins, while for the heat wave these latter seem slightly
overestimated. Note COSMO-2’s different behaviour for 17 January, when the passage of an
upper-level caused overcast skies over Veneto altered the conditions for the radiativ balance
at the surface, the model underestimated the temperature during the night and for most of
the day.

This same behaviour is found also for many of the Veneto plain stations as for example
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Figure 3: Time series of screen-level temperature observations (blue solid line) and COSMO-2 forecasts
(red shading) for the three selected ARPA Veneto stations Asiago (AV218, top panels), Teolo (AV170,
mid panels), and S. Apollinare (AV231 bottom panels, see Fig. 1). The left column panel are for the 18-
28 August 2011 heatwave, while the right column panels for a period of cold and stable weather 15-19
January 2010. The red shaded area denotes the forecast range for each hour as spanned by the COSMO-2
time-lagged ensemble.
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Figure 4: Bias and standard deviation of the COSMO-2 temperature profile against the MWR retrieval
for the site Padova as a function of forecast range for the month of January 2010. The vertical axes denote
the height above ground, the horizontal axes temperature. The darker the lines the longer the forecast
range, while the +00 h line is in red and the +12 h line is in blue. The number in the legend denote percent
of nominally available data and number of data pairs.

S. Apollinare (bottom panels), for many plain stations COSMO-2 exhibits a very similar
behaviour, i.e. the a clear warm bias in the maximum temperature and an even larger one
for the minimum temperature. It is interesting to note that the observed nocturnal cooling
is not constant, in that it is more pronounced, for instance, for the nights of 21-24 August,
while much less pronounced for the nights of 25-27 August 2011, where the sort of exponential
decrease in the observed the temperature after sun down is interrupted. Closer inspection
reveals that elevated values of the wind are likely to have induced mixing of the surface layer
with the warmer residual layer and thus counteracted the radiative cooling. This process
seems not to be reproduced in the model.

For the Teolo station (middle panels), located on the Euganean Hills at about 150 masl,
COSMO-2 performs very well for the heat wave and decently during the cold period. There
are a few stations in the Veneto plain which are located at about 100 masl or a bit more,
for which COSMO-2 performs similarly. Apparently, the these stations are not completely
immersed in the nocturnal planetary boundary layer of the flat Po Valley, but are rather
often part of a mixed or residual layer, which seems to be more adequately represented in
the model.

For the station Venice, situated right at the coast in the historical city center, COSMO-2
clearly underestimates the diurnal temperature excursion, which is much smaller on the coast
than in the inlands (not shown). Unlike for the other stations examined, for this location the
the warm bias is larger for the maximum temperatures than for the minimum temperatures,
probably because the for the latter the nocturnal cooling is mitigated by a combined effect
of the urban heat island and the Venice Lagoon surrounding the city. The model performed
better during the cold and stable period.

Figure 4 shows the verification result of the COSMO-2 temperature profile against the tem-
perature profiles retrieved from the microwave radiometer (MWR) located in the city centre
of Padova (Fig. 1) as a function of forecast range. The bias is negative on all levels ranging
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Figure 5: Bias and standard deviation of the COSMO-2 temperature profile against the MWR retrieval
for the site Padova as a function of forecast range for the month of January 2010. The vertical axes denote
the height above ground, the horizontal axes temperature. The darker the lines the later the hour, while
the 00UTC line is in red and the 12 UTC line is in blue. The number in the legend denote percent of
nominally available data and number of data pairs.

from −0.9 to −2 K and might be related to the urban environment not represented in the
model. One can appreciate that the bias is smallest at analysis time and tends to become
more negative with increasing forecast range. Also, this progressive cooling of the lowermost
part of the profile appears to be particularly rapid in the first few hours of the forecast. The
standard deviation exhibits values between 0.9 and 1.4 K where at analysis time larger values
are found for levels between 250 and 900 m. Also, unlike the bias the standard deviation does
not seem to increase monotonically with forecast range, an effect for which an explanation
is yet to be found. The same behaviour can be seen for the prealpine valley station Feltre
(not shown), except for the fact that the lowermost 250 m of the profile shows a warm bias,
at analysis time (red line) up to 350 m.

The behaviour of the COSMO-2 temperature profiles as a function of the hour of the day
is shown in Fig.5 with values for the bias ranging from +3.5 to −0.3 K and values for the
standard deviation ranging from 3.4 to 2.1 K for the lower levels. At higher levels the bias
decreases quite steadily and evenly for all hours by 3 K at 1000 m above ground. The standard
deviation decreases with height and seems to be smallest for the morning hours. In summary,
the model appears to have a tendency to be colder during the day and warmer during the
night, visible also for the urban station Padova (not shown).

The mixing height verification is a more subtle issue as this variable is not directly measured,
but needs to be estimated, or retrieved. There are several methods on how to do this [see
3, for a comprehensive review], the one used to retrieve the the mixing height from the
observations is based on the PBL temperature and wind, and the surface energy balance [2].
The one used for the COSMO-2 is based on evaluating the Bulk Richardson number [5, 4].

Figure 6 shows the results of the COSMO-2 mixing height comparison against the estimats
retrieved from observations as a function of the forecast range (left panel) and the hour
of the day (right panel) for the month of January 2010. During the night the COSMO-2
tends to have a higher PBL than what is retrieved, i.e. a bias between 40 and 100 m, largest
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Figure 6: Bias of the COSMO-2 PBL mixing height against the retrieval for the site Padova as a function
of the forecast range (left panel) and the hour of the day (right panel) for the month of January 2010. The
vertical axes is in meter, the horizontal axis forecast range (+hh) and hour of the day (UTC), respectively.
The number in the legend denote percent of nominally available data and number of data pairs.

around mid-night. This may be due to the fact that there is a minimum PBL height in
the retrieval algorithm applied on the observations, which is set to 40 m in the absence of
mechanical turbulence. This happens in low wind conditions, which are very frequent in the
Po Valley. On the other hand, there is a significant underestimation of the PBL height during
the day, when starting at sun rise the positive bias changes to negative and peaks at almost
−300 m mid to late afternoon. Results for February 2010 (not shown) show an even larger
underestimation up to −500 m.

4 Summary and Outlook

First verification results for the COSMO-2, run at MeteoSwiss, over the north-eastern Italian
region Veneto are presented in terms of screen-level temperature, boundary layer temperature
profiles and boundary layer mixing heights. The verification period spans two cold and four
warm season months for the screen-level temperature, while the boundary layer verification
was done for the two cold season months. The main results can be summarized as follows:

• COSMO-2 screen-level forecasts are affected by a clear warm bias for all station groups,
with a pronounced diurnal cycle and maximum biases during the night, pinpointing
insufficient nocturnal cooling;

• the overall error seems to be smaller for the Alpine stations and is largest for the
plain stations, but also for stations on the high plateau of Asiago, where the nocturnal
overestimation is most systematic, an effect that might be linked to the boundary layer
evolution;

• bias and standard deviation increase monotonously with forecast range by about half
a Kelvin;

No. 12: April 2012



3 Working Group on Verification and Case Studies 71

• the dependence of the COSMO-2 cold season boundary layer temperature profile fore-
casts on the hour of the day shows a higher bias during the night and a lower bias
during the day, i.e. relatively speaking too warm during the night and too cold during
the day;

• the COSMO-2 cold season boundary layer temperature profile forecasts show a decreas-
ing bias with forecast range, as if the model cools to quickly; this seems to contradict
the screen-level temperature results and no explanation is proposed;

• comparison of COSMO-2 boundary layer mixing height with estimates retrieved from
observations indicate a positive bias during the night and a significant negativ bias
during the day, i.e. the COSMO-2 boundary layer seems to be too thick during the
night and to shallow during the day.

Future verification work should include a more systematic verification of the boundary layer
parameters, as well as ten-meter wind and precipitation over the Veneto. Also, more detailed
studies of the COSMO-2 boundary layer over the plain portions of the domain would be
helpful to understand the significant nocturnal warm bias of the model.
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Comparing COSMO-LEPS and COSMO-SREPS in the short-range.
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1 Introduction

Aiming at the development of an ensemble forecasting system for the short-range, the
COSMO Consortium has chosen to explore the validity of a multi-model approach for pro-
viding initial and boundary conditions.

This approach has been tested in the experimental COSMO-SREPS system, which receives
initial and boundary conditions by few state-of-the art operational deterministic runs. This
ensemble has been compared with the operational COSMO-LEPS one, originally designed
mainly for a 3-5 days forecast range, based on a dynamical downscaling of the global ensemble
of ECMWF (EPS).

Both systems are made up by sixteen integrations of the COSMO model with 7 km horizontal
mesh-size and they both benefit also of perturbations applied to the COSMO model itself.

In this paper, the impact of the two different perturbation strategies for boundaries on short-
range forecast skill is assessed. This work is part of the COSMO Priority Project CONSENS,
which aims at deciding which strategy is better to follow for short-range ensemble forecasting
at the mesoscale. The impact of combining the two ensembles in different ways, for the aim
of short-range forecasting, is also analysed. Results show that there is a positive effect in
adding multi-model-driven members to the COSMO-LEPS ensemble, thus providing a hybrid
solution to the problem.

2 Systems and methodology

COSMO-LEPS (COSMO Limited-area Ensemble Prediction System) is the mesoscale limited-
area ensemble of the COSMO Consortium, developed by ARPA-SIMC, running since Novem-
ber 2002 (Montani et al., 2003). The ensemble is based on 16 runs of the COSMO model
(Steppeler et al., 2003), the non-hydrostatic limited-area model of the COSMO Consortium.

The ensemble is generated as a downscaling of the global ECMWF EPS (Molteni et al., 2001;
Marsigli et al., 2001). COSMO-LEPS is currently running at 7 km of horizontal resolution,
on a domain covering central and southern Europe (Figure 1), with 40 levels in the vertical.

Being based on the EPS, COSMO-LEPS was designed for providing high resolution proba-
bilistic forecast for the late-short to early-medium range, from day 3 to 5. The time window
used for the cluster analysis (from +96 to +120 h) was selected to pursue this aim.

The experimental COSMO-SREPS system (Marsigli et al., 2009) receives initial and bound-
ary conditions by a few state-of-the art operational deterministic runs (IFS, GME, GFS). The
forecast range is 48 hours and resolution and domain are the same as for the COSMO-LEPS
system.

Two different combinations of COSMO-LEPS and COSMO-SREPS have also been evaluated:
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Figure 1: COSMO-LEPS and COSMO-SREPS orography, showing also the domain extension.

• a 20-member ensemble made up of the 16 COSMO-LEPS runs + 4 runs selected from
COSMO-SREPS (here referred to as mix20)

• a 16-member ensemble made up by the first 12 COSMO-LEPS runs + 4 runs selected
from COSMO-SREPS (here referred to as mix16)

The 4 runs selected from COSMO-SREPS are members 1, 6, 11, 16, which are nested on
the 3 different global models (member 1 on IFS, member 6 on GME and member 11 on
GFS) plus the control member (nested on IFS but with no physics perturbations). Hence,
the maximum possible degree of diversity is allowed in these 4 COSMO-SREPS runs, to
represent the impact of the multi-boundary approach.

The performance of the systems has been measured is terms of skill in PQPF (Probabilistic
Quantitative Precipitation Forecasting). Verification of short-range precipitation was per-
formed using a dense raingauge network covering northern Italy. This area includes the
Italian part of the Alps and the Po Valley, enclosing in a small domain regions with differ-
ent orography. The verification has been done following the “distributional method” (DIST),
developed for the verification of COSMO-LEPS high-resolution precipitation forecasts (Mar-
sigli et al., 2008). It consists of an upscaling of both forecasted and observed fields over boxes
of selected size. The upscaling is performed by selecting some parameters of the precipita-
tion distribution, providing a single forecast-observation pair for each box. In this work, only
mean and maximum values of the distribution are evaluated and the size of the boxes is 0.5
x 0.5 degrees. If the number of observations in the box is below 5, the box is discarded.

Verification is performed over the winter season 2010/2011, specifically from 20 November
2010 to 28 February 2011.

3 Results

In Figure 2 the Brier Skill Score (left panel) and the area under the ROC Curve (right
panel) are plotted as a function of the forecast range for the event “mean of the precipitation
exceeding 1 mm/6h”. Both score measures are positively oriented. For a description of the
scores, the reader is referred to Wilks (2006).

The COSMO-LEPS score is represented by the solid thick line, while the COSMO-SREPS
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Figure 2: Brier Skill Score (left panel) and the area under the ROC Curve (right panel) are plotted as a
function of the forecast range for the event “mean of the precipitation exceeding 1mm/6h”. The solid thick
line is for COSMO-LEPS, the dashed line is for COSMO-SREPS, the dotted line for mix16 and the solid thin
line for mix20.

Figure 3: Same as in Figure 2 but for the event “mean of the precipitation exceeding 5mm/6h”.

score is represented by the dashed line. The dotted and solid-thin lines refer to the mix16
and to the mix20 ensemble, respectively.

The first important finding is that COSMO-SREPS do not score better than COSMO-LEPS
in the short-range. Both scores indicates a better performance of COSMO-LEPS for almost
all the forecast ranges. The difference between the two ensembles is even more pronounced
for a higher precipitation threshold, namely 5mm/6h, as shown in Figure 3.

The error bars around the red line are obtained with a testing, at 95% of confidence, that
the COSMO-SREPS scores differ from the COSMO-LEPS one. The difference is always
significant, except for a few forecast ranges for which the two BSS lines overlap.

An inspection of the scores in terms of maximum values of the precipitation distribution
show the same behaviour, COSMO-LEPS performing better for (almost) all the forecast
ranges (not shown).

The performance of the two combined systems, mix16 and mix20, are also shown in Figures 2
and 3. The mix16 ensemble can be regarded as a version of COSMO-LEPS where 4 members
(randomly chosen) are substitute with 4 members driven by a small multi-model global
ensemble (3 members + 1 control). Does the use of these 4 members in COSMO-LEPS
provide additional skill with respect to using 4 more members driven by EPS?
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For the lower threshold (Figure 2) the BSS of mix16 is significantly higher than that of
COSMO-LEPS for the first 18 h, then it is comparable. In terms of ROC area, they are com-
parable from the beginning. For the higher threshold (Figure 3) mix 16 performs significantly
better than COSMO-LEPS for the first 24 h in terms of both BSS and ROC area.

From an operational point of view it would be interesting also to quantify the impact to
add these 4 multi-model-driven COSMO members to the operational COSMO-LEPS, thus
increasing the ensemble size up to 20 members.

The mix20 ensemble performs better than COSMO-LEPS for almost the whole forecast range
in terms of both BSS and ROC area for the higher precipitation threshold, and, to a lesser
extent, also for the low precipitation threshold, but only in terms of BSS.

As a general result, there is a benefit in adding multi-model driven members for the first day
of forecast and this holds even keeping fixed the number of ensemble members.

4 Summary and Outlook

A comparison has been presented between the performance for short-range QPF of two
different ensembles based on the COSMO model.

COSMO-LEPS is driven by 16 selected members of the ECMWF EPS, while COSMO-
SREPS is driven by 3 operational global model runs. Both initial and boundary conditions
are provided by the driving runs. Both systems run at 7 km of horizontal resolution, on the
same domain, and have perturbations in the physics parameters.

The main results are here listed:

• generally COSMO-LEPS outperforms COSMO-SREPS

• the multi-model approach for initial and boundary conditions proves valuable even if
model with different qualities are used (not shown)

• combining the 16 COSMO-LEPS members with 4 COSMO-SREPS members this 20-
member ensemble outperforms both systems

• combining 12 COSMO-LEPS members with 4 COSMO-SREPS members, this 16-
member ensemble outperforms COSMO-LEPS for the first day (up to 18 - 30 h)

The multi-model in itself proved valuable, but the 3 IC-BCs perturbations available do not
allow the COSMO-SREPS ensemble to get a performance better to a downscaling from a
well constructed ensemble like the ECMWF EPS. A more detailed analysis will be presented
as a Techical Report.
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